Lniversitat
wien

Book of Abstracts

PROTO

ENNA, - 7/ 09/ 25

LANGO

Co-hosted by

Department of English and American Studies
Department of German Studies

Department of Linguistics

Department of European and Comparative Literature and
Language Studies



Protolang Permanent Organising Committee

Stefan Hartmann (head of the committee) — Slawomir Wacewicz —Przemyslaw
Zywiczynski —Francesco Ferretti —Nathalie Gontier — Luke McCrohon —Natalie
Uomini —Sverker Johansson —Sylwester Orzechowski — Ines Adornetti — Olga
Vasileva —Cedric Boeckx — Evelina Daniela Rodrigues — Piotr Chruszczewski

Protolang 9 Local Organising Committee

Andreas Baumann — Theresa Matzinger — Hannes Fellner — Felix Haiduk

Protolang 9 Program Committee

Aleksandra Cwiek (Leibniz-Zentrum Allgemeine Sprachwissenschaft) —Andreas
Baumann (Universitit Vienna) — Angela Stoeger-Horwath (Universitét Vienna) —
Angelo Damiano Delliponti (Nicolaus Copernicus University in Torun) — Anna
Szala (Oakland University) —Antonio Benitez-Burraco (Universidad de Sevilla) —
Bart de Boer (Vrije Universiteit Brussel) —Bart Geurts (Radboud University) —
Elizabeth Qing Zhang (Jiangsu Normal University) — Eva Zehentner (University
of Zurich) — Felix Haiduk (Austrian Academy of Sciences) — Frederik Hartmann
(University of North Texas) — Hannah Brown (University of Victoria) — Hannes
A. Fellner (Universitdt Vienna) — Ilia Afanasev (Universitdt Vienna) — Ines
Adornetti (Roma Tre University) — Irene Boehm (Universitit Vienna) — Jonas
Nolle (University of Glasgow) — Juan Olvido Perea-Garcia (Universidad de Las
Palmas de Gran Canaria) — Kenny Smith (University of Edinburgh) — Limor
Raviv (Max-Planck Institute) — Livio Gaeta (University of Turin) — Lukas
Nemestothy (Universitdt Vienna) — Marek Placinski (Nicolaus Copernicus
University) — Marta Sibierska (Nicolaus Copernicus University) — Mathilde
Josserand (Université Laval) — Michael Pleyer (Nicolaus Copernicus University
in Torun) — Narly Golestani (Universitét Vienna) — Niklas Erben Johansson (Lund
University) — Piotr Podlipniak (Adam Mickiewicz University) — Przemyslaw
Zywiczynski (Nicolaus Copernicus University) — Rie Asano (Teikyo University)
— Shiri Lev-Ari (Royal Holloway and Bedford New College) — Simon Kirby
(University of Edinburgh, University of Edinburgh) — Slawomir Wacewicz
(Nicolaus Copernicus University) — Stefan Hartmann (HHU Diisseldorf) —
Svetlana Kuleshova (Nicolaus Copernicus University of Torun) — Theresa
Matzinger (Universitdt Vienna) — Vesta Eleuteri (Universitét Vienna) — Yannick
Jadoul (University of Roma "La Sapienza")



Administrative support

Nina Hojjat-Apostolidis — Michelle van de Bilt

Protolang 9 Session Chairs

Aleksandra Cwiek — Angela Stoeger-Horwath — Elizabeth Qing Zhang — Irene
Boehm — Limor Raviv — Marta Sibierska — Michael Pleyer — Piotr Podlipniak —
Shiri Lev-Ari — Slawomir Wacewicz — Stefan Hartmann — Vesta Eleuteri

Student helpers
Phillippe Colling — Mina Rastoder — David Fleischhacker



Dear Participants,
A very warm welcome to Vienna to the 9th edition of the Protolang conference!

We are pleased that a wide variety of topics are covered in this edition, including
species comparisons, corpus analyses, gestures, multimodal aspects, brain
imaging, computational modelling and theoretical work, reflecting the width and
depth of research in our fields. We are looking forward to the discussions that will
emerge and the inspiration they will spark.

The conference comprises:

Three plenary talks by Pritty Patel-Grosz, Tecumseh Fitch, and Anne Kandler
(pp- 4-8)

A workshop on Novel Approaches to Language Evolution Research Using
Animal Models (pp. 9-10)

59 talks in parallel sessions (in alphabetical order, pp. 11-223)

We are pleased to invite you to our social dinner on Wednesday to explore the
mysteries of the Viennese vineyards. The closing session will happen at dinner.

We want to thank the Departments of English and American Studies, of German
Studies, of Linguistics, and of European and Comparative Literature and
Language Studies of the University of Vienna for hosting this edition of the
conference. We also want to thank the Faculty of Faculty of Philological and
Cultural Studies and the Event Management of the University of Vienna.

Sometimes the unexpected hits us with force and reminds us that what
truly matters is the people whose paths we cross in our lives. It is with
great sadness that we have to announce the passing of Klaudia
Karkowska, a talented young PhD student, who was scheduled to present
the talk “What exactly is aligned in the case of alignment in whole-body
communication?”’. To honor her memory, Session II is dedicated to her.

Please find the current schedule here: https://protolang9.univie.ac.at/programme

If you have questions, please contact protolang9@googlegroups.com!

We are committed to creating an inclusive and accessible environment for all
participants. If you have any accessibility needs, please let us know so we can
ensure your experience is comfortable and engaging.

You can find a map of the venue at the end of this book.


https://protolang9.univie.ac.at/programme
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PLENARY TALKS



Directive gestures on the primate gestural meaning continuum

Pritty Patel-Grosz"!

*Corresponding Author: pritty.patel-grosz@iln.uio.no
"Department of Linguistics and Scandinavian Studies, University of Oslo, Norway

Research in theoretical semantics has recently expanded its scope from human
language to include gestural communication. In parallel, fruitful inquiries at the
intersection of primatology and linguistics have given rise to the hypothesis that
human and non-human great apes share a common set of directive (=
“imperative”) gestures. Directive gestures such as STOP or COME-CLOSER
pose non-trivial issues for a semantic analysis: we inherit the challenges that
pertain to the semantic analysis of imperative utterances (e.g., “Come closer!” in
spoken English), while adding a further challenge that stems from the
underspecified mapping between a directive body movement and its potential
counterparts in human language (e.g., how does the meaning of a STOP gesture
compare to the non-equivalent utterances “Be still”, “Do not move closer”, and
“Stop moving closer”). I begin by outlining the problem and surveying the nascent
state-of-the-art with regards to a formal modelling of the semantics of directive
gestures. Particular attention is given to the multifunctionality of directive
gestures, which typically have different effects in different contexts; for example,
a non-human ape gesture may communicate “Stop that” in some contexts and
“Move away” in others, with similar patterns found in humans. I show how this
multifunctionality can be derived from a single, rich abstract lexical entry
(amounting to “Not...!” in the case of “Stop that / Move away”); such abstract
meanings constitute candidates for universal building blocks of meaning, shared
by human and non-human great apes. The emerging framework lays the
foundation for expansions of the empirical domain to also include ape gestures
(such as ARM-RAISE) found in less studied domains of human communication,
such as expressive dancing in a club setting, where the gestures appear to
contribute to interpersonal synchronization.



Bridging theory and data in cultural evolution

Anne Kandler™!

*Corresponding Author: anne_kandler@eva.mpg.de
Max Planck Institute for Evolutionary Anthropology, Leipzig, Germany

Understanding the underlying mechanisms that drive change within a system is a
fundamental challenge. Often, these mechanisms cannot be directly observed and
must instead be inferred from aggregated data. This challenge is not unique to
cultural evolution, and significant progress has been made in addressing similar
inverse problems in other disciplines. One promising approach to tackle this
challenge is generative inference, which employs a generative model—a
mathematical representation of the system—to establish causal links between the
evolutionary mechanisms in question and observable data, which are then
evaluated for statistical consistency. Naturally, the accuracy of this method is
influenced by two primary factors: the appropriateness of the generative model in
reflecting the key cultural and demographic properties of the system, and the
quality of the available data—such as its level of aggregation (e.g., population-
level or individual-level data), its sparsity, and its spatial and/or temporal
resolution.

In this talk, I will outline how the framework of generative inference can be
applied to one of the main questions in cultural evolution: understanding why and
how various forms of social learning are used in human populations, both in the
present and past. In particular, we will address the issues associated with choosing
the appropriate model and imperfect data, highlighting the potential inferential
consequences of these issues. First, we revisit a long-standing question: under
what circumstances might we expect the ability to learn socially to be favored by
selection? Our findings suggest that incorporating human cognitive capacities,
such as memory and forgetting processes, can significantly alter predictions
regarding the usefulness of social learning. This underscores the importance of
considering specific model assumptions when developing frameworks for social
learning. Second, using baby name statistics—one of the best-documented
cultural datasets—we demonstrate that having "a lot of data" does not necessarily



lead to accurate inference results. Our findings indicate that the presence or
absence of rare variants, along with their spread behaviour, may provide a
stronger signature of underlying processes than the dynamics of high-frequency
variants. Given that this data is often unavailable due to privacy considerations,
we illustrate how inference results can vary depending on whether the data is
complete or incomplete.



Protolanguages revisited

Tecumseh Fitch™

*Corresponding Author: tecumseh. fitch@univie.ac.at
'Department of Behavioral and Cognitive Biology, University of Vienna, Austria

Protolanguages are hypothesized intermediate stages in language evolution.
Although the term "protolanguage" was introduced by Gordon Hewes in 1973, it
was popularized for a particular model of language evolution by Derek Bickerton.
For many scientists, Bickerton's model of a protolanguage with words, but
without syntax, became the canonical usage of this term, but other very different
models of protolanguage have been explored both before and after Bickerton's. 1
argue that any non-instantaneous model of language evolution needs to have some
notion of an intermediate stage or stages, and that the general term
"protolanguage" can be used for any of these possible hypothesized intermediates.
In previous work I proposed three different plausible hypotheses: musical, lexical,
or gestural protolanguage. I suggest that empirical work in language evolution
should, whenever possible, test specific predictions of differing models of
protolanguage. In this talk I will review models of protolanguage, methods of
testing among them, and conclude by suggesting that, given current data, models
of language evolution that involve multiple protolanguages are the most plausible
option.



WORKSHOP
Novel Approaches to Language Evolution Research Using Animal Models
Organised by Sasha Newar and Tom Jenks

Aim

This workshop offers an opportunity for both human and non-human focused
language evolution researchers to exchange knowledge, identify methodological
challenges, and explore how cross-disciplinary insights can enhance our
collective understanding of language evolution. We aim to show that only by

exploring multiple and varied model systems and methods can we truly
understand the origins of human language.

Background

The evolution of language is a broad, interdisciplinary field focusing on many
different study species. Given its breadth, it is difficult to assimilate relevant key
scientific and analytical advancements made in adjacent fields that inform our
own research. While we ultimately strive to understand the origins of human
language, taking a step back to understand the development of complex
communication and vocal learning in nonhuman animals is crucial to understand
how we took such a leap in our own abilities. However, as we move away from
the human model, it becomes clear that there is no one species that can act as our
language out-group, and instead we are left with a collection of remarkable
animals with different capabilities, evolutionary histories, and unique
methodological requirements to study.

Activity Outline

This workshop will invite speakers to represent their study species (birds, marine
mammals, terrestrial mammals), key findings from their research, challenges they
face, and novel approaches being used to tackle these problems. We will allocate
speaker positions to early career researchers (ECRs) and use their presentations
as a platform for further discussion in subsequent break-out sessions. In these
break-out sessions principal investigators (PIs) of the speakers will chair activity-
based discussions, challenging attendees to evaluate how these novel methods and
challenges apply to their own work and systems. The workshop will end with a
wider round-table discussion where participants can share new ideas and ways to
implement novel techniques into their own research.



Outcomes

This workshop will allow researchers from adjacent fields to connect and form
new collaborations to partake in a valuable knowledge exchange. Participants will
benefit from engaging with the pioneering work from ECRs and speaking about
their own work within the context of the workshop. ECRs will receive valuable
feedback on their techniques and the discussion between the brightest minds in
language evolution research will lead to the output of novel ideas and
collaborations.

Please find more information and the current workshop schedule here:
https://verneslab.wordpress.com/protolang-9-workshop
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Autism and human evolution

Antonio Benitez-Burraco®!, Ljiljana Progovac?

*Corresponding Author: abenitez8@us.es
"Department of Spanish, Linguistics & Theory of Literature (Linguistics), University of
Seville, Spain
?Linguistics Program, Department of English, Wayne State University, Detroit,
USA

We consider how both some strengths and some weaknesses exhibited by autism spectrum

disorder (ASD) can inform, and be informed by, the considerations of language evolution.

We focus on the manifestations of rigidity in ASD, both behavioral and linguistic rigidity,

proposing a common (evolutionary) cause: an enhanced striatal function. Moreover, we

propose that these features of ASD, even though perceived as negative from the perspective

of the typical population, would have been essential for evolving human language.
Here we consider how both some strengths and some weaknesses exhibited by
autism spectrum disorder (ASD) can inform, and be informed by, the
considerations of language evolution. We focus on the manifestations of rigidity
in ASD, both behavioral and linguistic rigidity, and propose a common
(evolutionary) cause. Moreover, we propose that these features of ASD, even
though perceived as negative from the perspective of the typical population,
would have been essential for evolving human language. ASD often exhibits
behaviors that, from a typical perspective, can be characterized as rigid, including
repetitive, stereotyped behaviors, as well as resistance to changing environments
(Kanner, 1943; Bailey et al. 1996; Frith & Happé, 2005; Lord et al., 2020).
Behavioral traits associated with ASD also include elevated reactive aggression
in some individuals (Hill et al., 2014; Fitzpatrick et al., 2016; Hirota et al., 2020).
Importantly for a unified account, some salient characteristics of ASD in the
domain of language can equally be characterized as rigid, including heightened
sensitivity to the rules of grammar (morpho-syntax), often resulting in hyper-
systemizing (e.g. over-regularizing past-tense forms, as in bring-bringed) (e.g.
Baron-Cohen et al., 2009). Another instance of linguistic rigidity in ASD
concerns difficulties with interpreting metaphors (e.g, belly button) (Jordan, 2010;
Riches et al., 2012; Morsanyi et al., 2020; Lampri et al., 2024), given that
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metaphors and other non-literal language require flexibility, i.e. a leap away from
the literal/rigid interpretation.

Even though hyper-systemizing yields some atypical language, ASD individuals
(and their relatives) often show an increased aptitude for learning rules and for
pattern recognition, including those pertaining to language (Baron-Cohen et al.,
2009; Ward et al., 2017). Needless to say, the ability to learn rules and patterns is
essential for language, and it stands to reason that this ability evolved in humans
to support language and other cognitive skills that rely on rules and patterns. ASD
is also associated with an enhanced perception of details (e.g. Bor et al. 2007;
Happé & Frith 2006; van Leeuwen et al. 2019).

These salient characteristics of rigidity in ASD can be attributed to an enhanced
striatal function, as well as to a reduced control of the striatum by selected cortical
structures, considering that the striatum is associated with both impulsiveness
(including reactive aggression) and with automated, rigid, ritualized responses
(Progovac and Benitez-Burraco, 2019; Benitez-Burraco and Progovac, 2021; and
references there). The inhibitory function performed by the cortical structures is
relevant because typical language processing (and acquisition) results from a
delicate balance between the application (and learning) of rules and patterns (i.e.
rigidity), and the capacity for suspending such rules when exceptions need to be
learnt, and for the purposes of metaphorical extension. Both aspects are crucial
for human language and cognition, and we find them enhanced or diminished in
certain cognitive conditions such as ASD and schizophrenia. What contributes to
a better control of the striatum by the cortical areas of the brain is the high
neuronal density of these networks, found altered in conditions like ASD and
schizophrenia. A significant enhancement of the connectivity in these networks
occurred in relatively recent evolution, implicating FOXP2 and other genes (e.g.
Lieberman 2009, Enard et al. 2009, Hillert 2014, Ardila et al. 2016). Such dense
connectivity seems to be instrumental not only for exerting control over various
physical impulses/reactivity, but also for language processing in general. In this
sense, ASD can be characterized as exhibiting a clear strength in one crucial
aspect of language evolution, the acquisition and maintenance of the rules of
grammar, while at the same time exhibiting a weakness in another,
complementary aspect of language evolution, which relies on flexibility in
metaphorical extension and in accommodating exceptions. This beneficial effect
on learning rules and patterns may also be the reason why this kind of
neurodiversity persists in human populations.
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Automated Training Paradigms in Vocal Learning Bats: A Model
Species of Vocal Learning Research

Thomas Jenks™2, Sasha Newar'?2, Alice Crighton'?, Sixue Li'2, and Sonja C. Vernes'?

*Corresponding Author: tgjl@st-andrews.ac.uk
ISchool of Biology, University of St Andrews, St Andrews, Scotland

While humans show the most extensive display of vocal contextual learning and vocal
production learning, it is only by looking at these qualities in other species that we can
comprise a comprehensive analysis of these traits which are fundamental to human spoken
language. We have developed and tested multiple automated training paradigms using bats
as the new model species to assess their intentionality behind vocalisations and their ability
to modify the production of their vocalisations.

1. Vocal Learning Species

The origins of human language have been a source of scientific
investigations for hundreds of years. Human language appears in over 6,700
different forms (Comrie, 2017) and it affects our cognitive plasticity
(Athanasopoulos et al., 2015), concept of time (Boroditsky, 2001), and our ability
to express internal concepts to one another (Slobin, 1996). Vocal learning, a key
trait underlying the human acquisition of language, refers to two main
capabilities. Firstly: vocal contextual learning is the ability to learn to produce
known sounds in a new context (usage learning) and to understand the new
information contained within that known signal in this new context
(comprehension learning) (Janik & Slater, 2007). Secondly: vocal production
learning is the ability to learn to produce new sounds through experience (Janik
& Slater, 1997), where the element of learning is the main driver of the change in
vocal production. Learning here is described as an individual using memorised
information from past experiences to modify their behaviour (Vernes et al., 2021).
While this is a natural process that we enact each day (learning a new word in our
native language, learning a new language, or imitating the sounds around us)
vocal production learning is a rare trait. By studying its forms in animal models

16



which may lack other prelinguistic traits we can form a complete evidence-based
analysis of this complex trait and its evolution.

Vocal production learning has only been evidenced in three orders of
birds (parrots (e.g. Nottebohm 1972), songbirds (e.g. Kroodsma & Baylis, 1983),
and hummingbirds (e.g. Wells & Baptista, 1979) and four clades of non-human
mammals (Seals (e.g. Stansbury & Janik, 2019), elephants (e.g. Stoeger et al.,
2012), cetaceans (e.g. Richards, Wolz & Herman, 1984), and bats (e.g.
Knornschild et al., 2010). While the avian literature has been crucial to our
understanding of vocal learning in non-humans they do not utilize a larynx or a
mammalian brain structure and so the study of non-human mammals is an
important avenue to reveal new insights.

2. Automated vocal learning experiments

The short generation times and ease of husbandry make birds attractive
model species and avian research has created the foundation for vocal learning
research. However, birds lack the mammalian larynx and brain structure and so
bats have emerged as a complementary model for vocal learning research.
Training animals for vocal learning experiments can be very time consuming and
extracting the relevant information from a species that roosts in large colonies is
highly challenging. We have built upon the work of Lattenkamp et al. (2018) to
produce automated training procedures that allow for the spectro-temporal
measurements of individual animals and how they change over time within
training paradigms.

In our automated and non-automated paradigms we explore multiple
vocal learning related paradigms. Firstly, the vocal usage learning ability of bats
to assess the cognitive control bats have over the onset of vocalisations. Following
the Nieder & Mooney (2019) framework, we use a discriminative stimulus with
no emotional valence, ensure the bats respond within a cognitively relevant
timeframe, and ensure that the vocalisations are reliably produced when the cue
is present and withheld when the cue is absent. We use this framework to assess
the level of control that bats have over the onset of sinusoidally frequency
modulated vocalisations in relation to affectively stimulated vocal outbursts.
Secondly, we are building from this paradigm to show that bats can listen to a
playback and modify their vocalisations to match a playback within this
automated paradigm (Lattenkamp et al., 2018).

We will show that our automated training paradigm is a flexible and
efficient way to train multiple individuals in vocal learning tasks and aim to show
that it can be tailored to a multitude of species to aid vocal learning research.
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Balancing similarity and distinctiveness: Competing pressures in the
evolution of English monosyllables

Irene B6hm™! and Nikolaus Ritt!

*Corresponding Author: irene.boehm@univie.ac.at
"Department of English and American Studies, University of Vienna, Vienna, Austria

We explore two competing biases in the cultural transmission of words: the need for words
(i) to sound alike to be recognizable as words, and (ii) to sound distinctive to avoid
confusion. We investigate this dynamic in the development of English monosyllables.
Initially, English monosyllables were rare and favored long vowels (XVVC). However, as
inflectional endings were lost, monosyllables became much more frequent. We
hypothesize that this increased the pressure for phonological differentiation and allowed
short XVC shapes to stabilize.

In the cultural transmission of words, two conflicting cognitive biases are at play.
On the one hand, there is a pressure for words to have typical sound shapes, so
that they can more easily be recognized as words. On the other hand, there is a
pressure on words to sound different, so that they are not confused with one
another. We explore their dynamics in the evolution of English monosyllables.
Speakers subconsciously track where and how often sounds (co-)occur in the
lexicon and use these frequency distributions to identify and process words.
Words whose phonotactic shapes are probable — such as those beginning with /bl-
/, like black or blue — are recognized more quickly, learned more easily, and
reproduced more accurately (Vitevitch & Luce, 1998, 2016; Storkel, 2001;
Goldrick & Larson, 2008, Kelley & Tucker, 2017). This suggests that speakers
prefer words with ‘canonical’ shapes (Wedel, 2006; Blevins, 2006, 2009), and
that such words should therefore be selected for in cultural transmission.
However, research also demonstrates that words that sound similar to many other
words — such as cat, hat, mat, or cap — are more easily confused, making them
harder to identify and retrieve (Vitevitch & Luce, 1999; Vitevitch, 2003; Yates et
al., 2004; Goh et al., 2009). It follows that in their cultural transmission, words
are shaped by two opposing biases rooted in spoken word processing: the pressure
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to conform to common phonotactic shapes and the need to remain distinct enough
to avoid confusion.

We explore their interplay in the historical development of English
monosyllables. Monosyllables became the canonical word type in English
following the decay of the inflectional system, which led to a dramatic increase
in their frequency. In earlier periods, when words were still morphologically
complex and monosyllabic forms were still in the minority, most monosyllables
had long vowels or diphthongs, which selected against short XVC shapes. This
is, for instance, evidenced by Early Middle English Open Syllable Lengthening
(Minkova & Lefkowitz, 2020), a sound change in which vowels in newly
emerging monosyllables where lengthened to conform to the then prototypical
XVVC pattern (such as /maka/ > /ma:k/ ‘make’; Matzinger & Ritt, 2022).

However, as inflectional endings eroded and final schwa was gradually lost,
the number of monosyllabic word types increased drastically. We hypothesize
that this rise in frequency intensified the pressure for monosyllables to
differentiate themselves from one another in terms of their phonological make-
up. Given the limited design space of possible monosyllabic forms, XVVC shapes
were no longer sufficient to maintain distinctiveness. As a result, previously
dispreferred short XVC shapes gained a foothold, eventually stabilized, and even
attracted formerly long words (such as /bre:d/ > /bred/ ‘bread’ or /bu:k/ > /buk/
‘book’; Ritt, 1997, 2007).

Our study examines the dynamics of expansion of monosyllabic word forms
throughout Late Middle English and Early Modern English, as well as in Present-
Day English. We use corpus data from the PPCME2 (Kroch & Taylor, 2000), the
PPCEME (Korch et al., 2004) the CUBE (Szigetvari & Lindsey, 2013), and the
BNC (Davies, 2004) to establish the type and token frequencies of XVC and
XVVC shapes in our period of observation and trace how phonotactic majority
patterns changed over time.

In our talk, we present the findings of our corpus study and frame our
discussion of the competing pressures within the context of how languages exploit
available phonotactic design spaces to build words (Tamariz, 2004; Monaghan et
al., 2014; Pierrehumbert, 2016; Keogh et al., 2025), how sound shapes can signal
morphological structure (Dressler & Dziubalska-Kotaczyk, 2006; Post et al.,
2008; Korecky-Kroll, 2014), and ultimately how cognitive processes might drive
the selection of specific sound patterns in the cultural evolution of language.
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Certain speech sounds intrinsically carry meaning, demonstrating that iconicity plays a
crucial role in word formation. Some sounds or languages are often also perceived as more
beautiful than others, raising the question: Could phonesthetics shape word formation too?
We examined phonesthetic judgments across 228 languages, finding that non-tonal
languages were perceived as more pleasant. We then investigate tonal languages, exploring
links between tone patterns and words with positive or negative valence and how cross-
linguistic phonesthetics and iconicity influence the lexicon.

Speech sounds enable us to produce spoken language through double articulation,
but they can also carry intrinsic iconic associations to specific meanings, thereby
speeding up linguistic transmission. For instance, high and/or rising intonation is
often perceived as smaller and more positive than low and/or falling intonation.
Similar iconic effects are found across a wide range of semantic domains,
influencing words throughout the lexicons of individual languages (Blasi et al.,
2016; Erben Johansson et al., 2020; Monaghan & Fletcher, 2019; Sidhu et al.,
2021; Winter & Perlman, 2021). This enables iconicity to be used as a crucial
strategy for meaning-making and word formation. At the same time, language
users frequently perceive certain sounds or languages as more beautiful than
others, and specific speech sounds can elicit strong affective arousal (Aryani et
al., 2018, 2020), suggesting a potential link between phonesthetic and iconic
associations. How, then, might phonesthetics shape the words we use?

We investigated whether there are universal phonesthetic judgments regarding the
sound of languages. This study included 2,125 recordings from 228 languages
across 43 language families, evaluated by 820 native speakers of English (425
speakers), Chinese (187 speakers), or Semitic languages (200 speakers), who
rated how much they liked the sound of each language. These three groups were
chosen as they are culturally influential, with different writing systems and
profound phonetic differences, yet are well represented in the available pool of

24



participants. The results showed that recordings of languages perceived as
familiar, even when misidentified, and breathy female voices were rated as more
pleasant. However, there was little consensus among raters about which languages
sounded most beautiful, as personal preferences and perceived resemblance to
culturally branded “beautiful” or “ugly” languages significantly influenced
judgments. Despite this variability, some population-level phonesthetic
preferences were observed. The clearest preference was for non-tonal languages,
a trend most pronounced among Chinese-speaking participants—the only tonal
participant language in the study. This raises an intriguing question: While lexical
tones may be perceived as less pleasing, they are integral to the phonological
systems of many languages. How, then, are tones used in tonal languages to
convey words with positive or pleasing meanings versus negative or displeasing
ones?

In a work-in-progress follow-up study, we collected basic vocabulary items with
various positive and negative meanings (e.g., beautiful-ugly, good-bad, correct-
wrong, sweet-bitter, happy-sad) from tonal languages representing over 50
language families. The study aims to investigate whether: (a) words with positive
valence tend to feature higher and/or more rising tones compared to words with
negative valence, aligning with iconic patterns; and (b) words with negative
valence exhibit greater tonal complexity, such as more variable pitch contours and
tonal contrasts, than words with positive valence. We also explore how tone types
can be categorized and quantified to assess how underlying factors influence word
formation. Taken together, this presentation examines how our perception of
speech, at both the segmental and language levels, facilitates the creation of
shortcuts in communication. It also seeks to define the similarities and differences
between phonesthetic and iconic associations on a cross-linguistic scale.
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We test the overlap between two relevant phenotypes for language evolution—vocal
learning and the domestication syndrome—using an extensive cross-species comparison of
18 domestication traits in vocal learning mammals (humans, African and Asian elephants,
humpback whales, bottlenose dolphins, harbor and gray seals, bats, and common
marmosets). We find that the hallmark social behavior and cognitive traits of domestication
are consistently present in vocal learning mammals, yet there is considerable variation in
morphological traits and insufficient data on hormonal markers.

Current work on how language evolved highlights two relevant phenotypes:
Vocal learning (VL): the ability to learn new vocalizations or modify existing
ones based on auditory experience (Fitch 2000, 2010; Vernes et al., 2021; Jarvis,
2019); and the Domestication Syndrome (DS): a set of behavioral, cognitive,
and physiological traits that are typical of domesticated animals (Wilkins et al.,
2014; Shilton et al.,, 2020; Sanchez-Villagra et al., 2016). Notably, both
phenotypes are associated with high prosociality, which was closely linked to
language emergence (Raviv & Kirby, 2023; Thomas & Kirby, 2018; Benitez-
Burraco & Progovac, 2020). But do these two important phenotypes overlap in
any way? That is, do vocal learning species also show traits that are typically
associated with domestication, despite never being domesticated by another
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species? While no study to date has examined the relationship between these
phenotypes across species, work on marmosets suggests that parental vocal
feedback is related to the development of white fur patches (a typical
domestication trait; Ghazanfar et al., 2020), and findings from the Bengalese finch
hint to a neurobiological link between VL and DS (O’Rourke et al., 2021).

Here, we conducted an extensive cross-species comparison of 18 relevant
morphological, hormonal, and behavioral domestication traits in known vocal
learning mammals: humans, bats, African and Asian elephants, humpback
whales, bottlenose dolphins, harbor seals, and grey seals. We also included
common marmosets, for which limited evidence of both vocal learning and
domestication traits exist. Results (Figure 1) show that the hallmark social
behavior and cognitive traits of DS are consistently present in vocal learning
mammals (inc. increased prosociality, cooperation, social tolerance, extensive
communication and information sharing, alloparenting, long juvenile periods, and
frequent of play behavior that continue well into adulthood). In contrast, there is
considerable variation in morphological domestication traits across our study
species, potentially due to their distinct ecologies. While there was clear evidence
for hormonal markers of domestication in humans and marmosets, there was a
notable lack of available data beyond primates. These findings constitute an
important first step in assessing the potential evolutionary link between VL and
DS, and open up exciting new avenues for comparative work.
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Figure 1. Overview of domestication traits in vocal learning mammals. Each row corresponds to one
VL mammal group or species, with evolutionary relationships depicted using a phylogenetic tree. VL
features were derived from the dimensions highlighted in Vernes et al. (2021), and color-coded in
orange hues based on the strength of available evidence. DS traits were color-coded based on the
available evidence in the scientific literature and authors’ expertise. For both VL and DS, white cells
indicate that no relevant studies were found on the topic, or that the existing evidence was insufficient.

28



Acknowledgements

KdR was supported by the Fonds Wetenschappelijk Onderzoek project ‘Interactive
vocal thythms’ G034720N awarded to Bart de Boer. TAH was supported by The Max
Planck Gesellschaft and the Oregon Gray Whale License Plate Program at the Marine
Mammal Institute (Oregon State University). ABB was supported by
MICIU/AEI/10.13039/501100011033 and by ERDF/EU (grant PID2023-147095NB-
100). SCV was supported by a UKRI Future Leaders Fellowship, (MR/T021985/1)
and ERC Consolidator Grant (101001702; BATSPEAK). MLL was supported by an
FWF Stand-Alone grant (Austrian Science Fund, P34533). We are grateful to
Stephanie King for reviewing our bottlenose dolphin assessment.

References

Benitez-Burraco, A., & Progovac, L. (2020). A four-stage model for language
evolution under the effects of human self-domestication. Language &
Communication, 73, 1-17.

Fitch, W. T. (2000). The evolution of speech: a comparative review. Trends in
Cognitive Sciences, 4(7), 258-267.

Fitch, W. T. (2010). The evolution of language. Cambridge University Press.

Ghazanfar, A. A., Kelly, L. M., Takahashi, D. Y., Winters, S., Terrett, R., &
Higham, J. P. (2020). Domestication phenotype linked to vocal behavior in
marmoset monkeys. Current Biology, 30(24), 5026-5032.

Jarvis, E. D. (2019). Evolution of vocal learning and spoken language. Science,
366(6461), 50-54.

O'Rourke, T., Martins, P. T., Asano, R., Tachibana, R. O., Okanoya, K., &
Boeckx, C. (2021). Capturing the effects of domestication on vocal learning
complexity. Trends in Cognitive Sciences, 25(6), 462-474.

Raviv, L., & Kirby, S. (2023). Self-domestication and the Cultural Evolution of
Language. In J. J. Tehrani, J. Kendal, & Rachel Kendal (Eds.), The Oxford
Handbook of Cultural Evolution. Oxford Academic.

Sanchez-Villagra, M. R., Geiger, M., & Schneider, R. A. (2016). The taming of
the neural crest: a developmental perspective on the origins of morphological
covariation in domesticated mammals. Royal Society Open Science, 3(6),
160107.

Shilton, D., Breski, M., Dor, D., & Jablonka, E. (2020). Human social evolution:
self-domestication or self-control?. Frontiers in Psychology, 11, 134.

Thomas, J., & Kirby, S. (2018). Self domestication and the evolution of language.
Biology & Philosophy, 33, 1-30.

Vernes, S. C., Kriengwatana, B. P., Beeck, V. C., Fischer, J., Tyack, P. L., Ten
Cate, C., & Janik, V. M. (2021). The multi-dimensional nature of vocal
learning. Philosophical Transactions of the Royal Society B: Biological
Sciences, 376(1836), 20200236.

29



Wilkins, A. S., Wrangham, R. W., & Fitch, W. T. (2014). The “domestication
syndrome” in mammals: a unified explanation based on neural crest cell
behavior and genetics. Genetics, 197(3), 795-808.

30



Children Are Not the Main Agents of Language Change

i viv'!2, Damian Blasi®, and Vera Kempe*
Limor Ra R s

*Corresponding Author: limor.raviv@mpi.nl
' LEADS group, Max-Planck-Institute of Psycholinguistics, Nijmegen, The Netherlands
2 Donders Centre for Cognition (DCC), Radboud University, Nijmegen, the Netherlands
3 Catalan Institute for Research and Advanced Studies, Barcelona, Spain
4 Abertay University, Dundee, United Kingdom

We challenge the claim that children are the main agents of language change by showing
that (a) innovations that precipitate language change are not unique to children, (b)
innovations unique to children (language acquisition errors) are unlikely to diffuse into the
community, (c) children’s potential role in language emergence does not imply a role in
diachronic change, and (d) claims about children driving language change focus on
morphosyntax, while phonemic, phonological and lexical change originates in adolescents
or adults.

1. The Claim

The claim that children are the main agents of language change has a long
tradition in linguistics (e.g. Sweet, 1899). The basic idea is that in the process of
language acquisition children produce input-divergent variants (commonly
construed as errors) and these innovations then somehow diffuse into the
language, either horizontally by spreading into the community (Cournane, 2019)
or vertically by transmission to the next generation. In this contribution we aim to
discuss the ‘holes’ in this story.

2. Counterevidence

A prominent argument is that only children produce the kinds of innovations that
lead to structural diachronic change. For example, children’s linguistic biases,
often construed as privileged access to ‘Universal Grammar’, are responsible for
reinterpretation of variable input in a way that can shift languages from one
system (e.g. accusative) to another (e.g. ergative) (Chung, 1978). However, such
structural input reinterpretations can be shown to arise from statistical learning
under cognitive resource limitations (Freudenthal et al., 2006) thereby refuting
the idea of children’s unique linguistic biases as mechanisms of language change.
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Developmental research has attributed the propensity to regularize and
overgeneralize, thereby rendering linguistic structure more systematic, to
children’s cognitive limitations (Hudson Kam & Newport, 2005). However, the
kind of unpredictable variation that leads to regularization is non-existent in
monolingual language input, and the cognitive constraints that predispose
children to regularize can operate in adult learners as well (Perfors, 2012). Thus,
we argue that mechanisms responsible for structure-altering innovation, mainly
studied in the domain of morphosyntax, are either not empirically validated or not
unique to children.

The Achilles’ heel of the claim that children drive language change is that no
credible mechanism can explain how children’s acquisition errors diffuse into the
community. Children’s recovery from overgeneralization by about 6 years of age
(Ambridge et al., 2016) makes it unlikely that such errors can be propagated
through vertical transmission. Moreover, human social learning biases favoring
frequency or prestige (Henrich, 2001) render children unlikely models for
horizontal transmission that would lead communities to alter a highly normative
system like language.

Finally, proponents of the view that children drive language change often
present evidence from situations of language emergence, e.g. creolization
(Bickerton, 1984) or emergence of sign languages (Senghas et al., 2004). Yet
children’s role in creolization has been called into question due to a lack of
structural similarity between creoles (Blasi et al., 2017), and based on evidence
documenting a major role of adults in creole formation (Arends, 1993). In sign
language formation, e.g. the emergence of Nicaraguan Sign Language, structural
innovation has indeed often been introduced by subsequent cohorts of learners,
but this is likely not on account of their young age but because they belong to
subsequent generations of learners in a transmission chain. Countless iterated
learning experiments have demonstrated that the mere process of cultural
transmission is bound to introduce structural innovations (Kirby et al., 2008).
Moreover, language emergence is qualitatively different from language change as
it involves formation of a structured system from an unstructured one rather than
change of an already established system. There is no logical reason to assume that
mechanisms that explain the former should also explain the latter.

3. Conclusion

Careful scrutiny of the available evidence leads to the conclusion that young
children are unlikely to be the main agents of language change. Future research
should consider the roles of other age cohorts and the patterns of change in
different linguistic domains to gain a better understanding of the mechanisms of
language change.
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Pantomimic scenarios of language origins often underscore the expressive power of
pantomime that make it a good medium for conveying semantically advanced content,
including stories. On the other hand, previous research has identified constraints on what
pantomime is capable of conveying. We designed a comprehension task where we check
how many characters can be effectively communicated by means of pantomime, thus
determining which types of stories it is able to support.

1. Introduction

Whole-body communication (pantomime sensu Zywiczynski et al., 2018) has
long been considered a possible precursor of fully-fledged language (e.g., Arbib,
2018; Corballis, 2014; Ferretti et al., 2017, Gardenfors, 2017; Tomasello, 2008;
Zlatev et al., 2020). Pantomimic scenarios of language origins often underscore
the expressive power of pantomime that make it a good medium for conveying
semantically advanced content, including stories. Indeed, on some accounts
(e.g., Ferretti, 2022; Ferretti et al., 2022), sharing stories would have been a
paramount function of pantomime before the advent of more language-like
forms of communication, which is in line with the stressed significance of story
sharing in our prelinguistic prehistory (e.g., Boyd, 2009; Corballis, 2013). On
the other hand, previous research has identified constraints on the types of
content that pantomime is capable of conveying (e.g., Placinski et al., 2023;
Sibierska et al., 2022; Sibierska et al., 2023; Zywiczynski et al., 2021). One
important unanswered question concerns the capacity of pantomime to
successfully communicate information about characters. Characters are the
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semantic units that organise actions and events in stories (Bal, 2017; Jannidis,
2012), their number varying from one or a couple of characters in everyday
stories, such as anecdotes or other conversational narratives (cf. e.g., Norrick,
2000), to several or even larger number of characters in conventional forms of
storytelling, such as oral literatures (cf. “collective protagonists”, e.g. Margolin,
2007). In this study, we examine the limitations on how many characters can be
effectively communicated by means of whole-body pantomime, thus
determining which types of stories it is able to support.

2. Study

We designed a comprehension task, carried out online, where the participants (N
= 70) are asked to watch video clips consisting of front shots of short stories
mimed by an actor, in five conditions, corresponding to 1, 2, 3, 4, and 5
characters. We determined the number based on the threshold capacity for
information processing and working memory—*"“the magical number seven”
(Miller, 1956)—and the feedback from the actor when faced with the task of
communicating stories with up to 7 characters. The actor adopts various
strategies to communicate the presence of the characters: from enacting (Miiller,
2014; Ortega & Ozyiirek, 2020) to spatial modulations similar to that used in
early stages of the emergence of sign languages (Senghas & Coppola, 2001).
After watching a video clip, the participants are asked to answer a
comprehension question on the number of characters in the story alongside two
“distractor” comprehension questions that also relate to the contents of the
stories. Since operationalising comprehension in the case of stories is, in any
case, limited (see e.g., Burris & Brown, 2014), we additionally collect data on
the self-reported confidence in the answer as well as response times to reflect
the perceived difficulty of the task. We assume that with the increasing number
of characters in a story, comprehension becomes more challenging.

3. Discussion

Preliminary results from 30 participants support this assumption (final results
will be available by the time of the conference). This testifies to the stance that
pantomime is curtailed to communicating stories with a certain number of
characters. Thinking about our ancestral past, this makes pantomime an optimal
medium for story sharing in situations where only a limited number of agents
was concerned, possibly in the personal context of small-size communities. In
turn, the expansion of relations networks (e.g., moving from esoteric to exoteric
niches, see Zywiczynski et al., 2017) and the subsequent need to communicate
about more and more people might have brought about a pressure to rely on
other means for story sharing.
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All languages have statistically coherent parts whose frequency follows a power law.
These properties have not been found elsewhere in nature. We argue that they arise in
language via cultural transmission because they facilitate learning. If so, they should be
found in other species with culturally transmitted signalling. We illustrate their
emergence in humans using an iterated learning paradigm, and then use the same analytic
technique to document their presence in whale song and birdsong, also culturally
transmitted complex systems.

All known languages are made up of statistically coherent parts whose
frequency distribution follows a power law known as a Zipfian distribution
(Piantadosi, 2014; Zipf, 1949). Despite the ubiquity of these features their
origins are still not understood. In this paper, we argue that they arise because
they facilitate learning and therefore emerge through the process of cultural
transmission. If so, such properties should also be found in other culturally
transmitted communication systems. We use an iterated learning paradigm to
illustrate their emergence in human data, and then apply the same analysis to
corpora of humpback whale song and birdsong, finding similar structure.

Zipfian distributions facilitate learning in a range of linguistic tasks (e.g.,
Lavi-Rotbain & Arnon, 2022). We present results from an iterated learning
experiment in which non-linguistic sequences evolve as they are transmitted
from generation to generation of participants (Cornish et al, 2013). By using
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insights from infant speech segmentation (Saffran et al, 1996), we analyse those
sequences and observe the emergence of units whose frequency follows a
Zipfian distribution over generations (Arnon & Kirby, 2024, Figure 1A). This
work makes a prediction that we should find statistically coherent units with a
Zipfian distribution whenever sequential behaviour is culturally transmitted,
including in other species. However, so far these features have only been found
in humans. We apply the same analytic technique to 8 years of humpback whale
recordings, another complex culturally transmitted communication system. We
find, for the first time in another species, that these characteristic statistical
properties are indeed present in whale song (Arnon et al, 2025, Figure 1B).
Humpback whales are not the only species with complex culturally transmitted
song. Song birds provide another obvious test case, with the advantage that we
know a lot more about how their song is learned and produced than we currently
know about whales (Takahashi & Okanoya, 2010). Finally, we present ongoing
work on the development of the same statistical features in song birds. By doing
so, we demonstrate a deep commonality between three species separated by tens
of millions of years of evolution but united by having culture.
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Figure 1. A. Zipfian distributions emerge in sub-sequences detected using an infant-inspired
segmentation method over generations in an iterated sequence learning task with human
participants. The final generation of the iterated learning experiment is shown here. This plot shows
the mean and 95% Cls over six chains. The straight line on the log-log plot is diagnostic of a Zipfian
distribution. We show that this fit is not an artefact of our method by using a series of baseline
analyses. B. Sub-sequences detected in humpback whale song using the infant-inspired method
exhibit a Zipfian distribution. This plot shows the mean and 95% CIs over eight years of whale song
data.
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The mechanisms underlying dogs’ lexical processing are unclear. In an fMRI study, dogs
were presented with action instruction words, phonetically similar pseudowords and
dissimilar non-words. Action instruction word processing engaged semantically relevant
sensorimotor regions, and the representational geometry of these words reflected semantic
similarity. Furthermore, our results suggested coarser-grained auditory word form
representations in dogs than in humans. Together, these findings suggest that lexical
processing in the dog brain goes beyond word form identification and entails meaning
attribution as well.

Dogs are unique in that they have been immersed in the human socio-linguistic
niche for thousands of years, have been under selective pressure to communicate
efficiently with humans, and are surrounded with speech on a daily basis (Larson
et al., 2012; Miklosi, 2007; Thalmann et al., 2013). Thus, speech has become a
relevant part of their natural environment, making them an ideal model to test
whether brain specialisations for speech processing are unique to humans or can
emerge as a rapid evolutionary adaptation in response to exposure to speech.

Dogs are not only sensitive to nonverbal human communicative cues (Bray et
al., 2021; Miklési et al., 2005; Byosiere et al., 2022), but they often show adequate
behaviour to words directed to them (Fukuzawa et al., 2005; Ramos & Mills,
2019). In humans, spoken word understanding requires both auditory word form
identification and meaning attribution to that form. But how these contribute to
lexical processing in dogs is not known (Gabor et al., 2020). Auditory word form
identification should take place in the auditory cortex and, if human-like, should
not tolerate speech sound changes (Flemming, 2004), as understanding that even
single speech sound changes may result in a different word can be crucial for
building large vocabularies. Meaning attribution, in contrast, may also engage
non-auditory, semantically relevant brain regions, as seen in humans (Carota et
al., 2017; Pulvermiiller, 2013, 2018). To seek evidence for both processes in the
dog brain, we presented dogs (N=21) with (1) instruction words for actions
requiring locomotion or not (L+, L-), (2) phonetically similar pseudowords
(generated from words by altering a single speech sound) and (3) dissimilar non-
words (Magyari et al. 2020) in an fMRI experiment. First, we searched for
lexically responsive brain regions by contrasting words to non-words. We
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expected that, if understood, action instruction words will engage not only
auditory but also relevant motor cortical regions. Next, we assessed brain
responses to pseudowords in all lexically responsive brain regions to probe the
rigidity of auditory word form representations. Finally, we looked for
representational similarities comparing response patterns to instruction words for
actions with vs. without locomotion.
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Figure 1. Results. (A) Regions of interest. (B) Lexical effects in a whole-brain GLM. Word > non-
word contrast overlaid on a template dog brain. (C) Lexical effects in the ROIs. Peaks obtained in
small volume-corrected GLMs shown as black dots. Bar graphs represent parameter estimates in the
peaks. (D) Representational similarity analysis for semantic relatedness. Top panels: model RDMs
(semantic: semantic similarity-matched; mismatched: semantic similarity-mismatched; acoustic).
Middle panels: subject-averaged neural RDMs for word stimuli in the auditory ROIs. Bottom panels:
Spearman’s rank correlation between model RDMs and neural RDMs. Error bars represent SE.
*p<0.05, ** p<0.01, *** p<0.001. L = left, R = right. W = word, PW = pseudoword, NW = non-word.

Lexical effects were found in semantically relevant motor (Walker et al., 1962),
and motor control regions (Hoffstaedter et al., 2014; Paus, 2001, Fig.1A-C),
indicating meaning attribution. Additionally, instruction words requiring more
similar action preparation were represented as more similar in the dog auditory
cortex (Fig.1D) suggesting that, beyond recognizing known speech sound
sequences (Boros, Magyari et al., 2021; Gabor et al., 2020), the auditory cortex is
also involved in the semantic analysis of the word forms similarly than in the
human brain (Damera et al., 2023; DeWitt & Rauschecker, 2012). The processing
of pseudowords, however, did not differ from that of words in either of the
lexically responsive brain regions (Fig.1B-C) indicating that auditory word form
representations in the dog brain are coarser-grained than in humans, which may
be related to dogs’ limited vocabulary. Thus, this study provides the first fMRI
evidence that the dog brain goes beyond auditory word form identification and
entails meaning attribution as well. Despite the obvious differences in dog and
human linguistic capacities, these results raise the possibility that the cognitive
and neural architecture underlying linguistic meaning processing is similar, with
mental representations organized along semantic similarities in both species,
challenging human uniqueness accounts.
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This study explores the role of facial signals in language emergence, an area that is
relatively underexplored, by manipulating facial visibility in a communication game.
Analyzing communicative success, convergence, stability and response times, we find
that while facial signals can influence communication, they are not essential for building
a successful, stable and converged communication system. In future research, we will
examine potential compensatory strategies participants may have used to adapt to the
absence of facial signals.

The primary mode of (early) human communication is face-to-face
interaction, involving multimodal and meta-communicative signals such as
facial signals (Vigliocco et al., 2014). Apart from expressing emotion, it is now
widely recognized that facial signals can support communication in existing
languages by e.g. facilitating the prediction of upcoming utterances, repair,
backchanneling and signalling of uncertainty (Emmendorfer & Holler, 2025;
Homke et al., 2025; Micklos & Woensdregt, 2023; Nolle et al., 2023; Bavelas &
Chovil, 2018; Homke et al., 2018; Swerts & Krahmer, 2005). These kinds of
processes likely also play a role in the pragmatic inference relevant to
coordinating on novel linguistic variants (Healey et al., 2007; Micklos et al.,
2018; Roberts et al., 2018). However, communication experiments that simulate
the process of coordinating and converging on novel linguistic variants often
overlook the role of such meta-communicative facial signals. Even more
strikingly, many of them are not conducted face-to-face. Contrary to a lack of
experimental work, there do exist theories about the role of the face in language
evolution, which largely highlight the affordance of the face facilitating the
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transition between a gesture-dominant and a vocalization-dominant system (see
Wacewicz et al. (2016) for an overview). However, the current work aims at
investigating the role of the face in the emergence of conventionalized symbol
systems more broadly, and how facial signals can serve as a
meta-communicative tool to help establish common ground in interaction.

To address this gap, we make use of a communication game paradigm
to explore the role of facial signals in language emergence. We manipulate facial
visibility in a between-subjects design (34 dyads total) yielding two conditions:
face visible and face invisible. Dyads repeatedly communicate about twelve
shapes (adapted from Macuch Silva et al. (2020)) while being video and audio
recorded, with roles of producer and guesser switching every trial: the producer
invents and writes a novel label for the target shape, and the guesser guesses
what the target shape is from an array of shapes upon seeing the label. Writing
(or speaking) in existing language was prohibited. Participants played the game,
using the same shapes, over four consecutive rounds.

We measured (1) communicative success, capturing accuracy of a
guess, (2) convergence, capturing how similarly participants in a dyad label a
shape, and (3) stability, capturing how similarly an individual labels a shape over
time. We have also conducted an analysis of guessing and labeling times.
Results provide insight into how facial signals affect the communication and
coordination involved in building a novel communication system, contributing to
a deeper understanding of the face’s role in language emergence.

Participants who do not see each other lack access to facial signals that
support pragmatic inference, for example by signalling feedback (Homke et al.,
2018, 2025), but also confidence regarding the label or guess (Nolle et al., 2023;
Swerts & Krahmer, 2005). We predicted that a lack of this information would
hinder communicative success and convergence. However, we also acknowledge
the possibility that participants adapt to the lack of facial signals in ways that
facilitate communication, such as creating more motivated labels (G. Roberts et
al., 2015; Tamariz et al., 2018) or meta-communicative vocalizations.

Results show communicative success, convergence and stability
increasing significantly over rounds (p < .001), but no significant main or
interaction effect of condition. However, the face invisible condition showed
significantly more variance for convergence (p < .001): pairs who could see each
other converged more uniformly, while convergence was more varied across
pairs who could not. Furthermore, the analysis of guessing and labeling times
revealed that both were slower when participants interacted face-to-face
(guessing: p < .001, labeling: p < .05). Moreover, this effect interacts with
communicative success and convergence for guessing time (p < .001): trials with
incorrect guesses or the use of less converged on labels were much slower when
the face was visible compared to invisible.

A highly plausible explanation for the longer response times is the
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increased processing load that comes with participants attending to facial
signals, especially when they are less confident in their guess. In addition, the
greater variation in convergence in the face invisible condition suggests that
emerging communication systems are more susceptible to variation when facial
signals are unavailable. Despite these observations, the overall similar levels of
communicative success and convergence between conditions suggest that facial
signals are not indispensable for success or convergence. We speculate that
participants can adaptively overcome the absence of facial signals through
alternative means, such as using more iconicity or meta-communicative
vocalizations. Taken together, these findings suggest that while facial signals can
influence early communication, they are not essential for building a successful
communication system, at least in the written medium. To get a more nuanced
understanding of how the face influences communicative success and
convergence, we will explore the role of meta-communicative vocalizations and
iconicity of the labels as potential compensatory strategies, while also examining
the role of facial expressivity in future research.
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Evolution of brain connectivity for language: Arcuate fascicle
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The evolution of the neural basis of human language remains an open question. The arcuate
fascicle (AF) is the main language fiber connection in the human brain. Previously, AF
termination in the middle temporal gyrus (MTG) was considered unique to humans. Using white
matter tractography, we identify AF-MTG terminations in all great ape species. This suggests
an evolutionary onset 12—15 million years ago, potentially providing an important neural
scaffold for the evolution of language.

Comparing the brains of different primate species is crucial to understanding
primate — including human — evolution. Together with grey matter structures, the
white matter connectivity is the fundamental component of brain organisation.
However, a study comparing white matter connectivity across all ape species, our
closest primate relatives, is lacking. One of the most distinctive features of the
human species is language. The main fibre tract for human language in the brain
is the arcuate fascicle (AF). It connects crucial frontal and temporal language
regions in the human brain, notably Broca’s area and Wernicke’s area (Friederici
etal., 2017). The AF is typically left lateralised in the human species and displays
two distinct terminations in the temporal lobe: one in the superior temporal gyrus
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(STG) and another in the middle temporal gyrus (MTG). These crucial features
are previously thought to have arisen de novo in the human species (e.g., Eichert
et al., 2019; Roumazeilles et al., 2020; Sierpowska et al., 2022; Friederici &
Becker, 2025). In contrast, while other nonhuman primate species display an AF
connection, they generally exhibit only an STG termination, lacking both the
MTG termination and the characteristic left lateralisation (e.g., Eichert et al.,
2019; Roumazeilles et al., 2020; Sierpowska et al., 2022; Friederici & Becker,
2025). Recent research on chimpanzee brains has provided systematic evidence
for a weak MTG termination in both captive and wild subject (Becker et al.,
2025). Interestingly brain growth between wild and captive chimpanzees seem
not to differ (Cofran, 2019). To trace back the evolutionary onset of this distinct
brain feature for language and to study potential species differences, we compared
the connectivity strength of the AF-STG and AF-MTG in all great ape species
(humans, bonobos, chimpanzees, gorillas, orangutans) using high-resolution MRI
tractography. We conducted probabilistic FSL based tractography on 15 subjects
(3 brains per species: 12 post-mortem brains from captive non-human primates
(bonobo, chimpanzee, orangutan, gorilla) and 3 in vivo brains from human
primates). Using the comparative approach, we aim to pinpoint the evolutionary
timeframe for the emergence of a precursor of the neural substrate of language.

A termination of the arcuate fascicle (AF) in the middle temporal gyrus (MTG)
was found in each hemisphere of each individual in each of the five great ape
species.

Therefore, we propose that the MTG termination of the AF did not emerge de
novo in the human lineage. Instead, our findings suggest that the human
configuration evolved through strengthening an MTG connection of the AF that
already existed at least 12-16 million years ago, when our last common ancestor
with orangutans lived. This preexisting pathway may have provided an important
neural scaffold for the evolution of human language.

Future studies using behavioural data from the same subjects, when they were
alive, will now need to investigate what behaviours the AF-MTG brain
connection has evolved to support in apes and whether such behaviours could be
precursors to syntax and semantics, as it is the case in human for the language
faculty.
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We challenge the validity of the multiple-choice paradigm used in many communication
experiments. We replicated two experiments and replaced the original multiple-choice
design with free-text answers. Our results indicate that participants performed worse
compared to the original studies. The post hoc analysis showed that often relevant semantic
domains were correctly identified, but full congruency with the target concepts was rare.
We discuss how the results of each paradigm can be mapped onto a larger picture of
language evolution.

What inferences about reality can we make from linguistic experiments? By
definition, controlled experiments do not represent reality in all its complexity,
and thus, it is important to be cautious when drawing conclusions. As one
example, some recent experimental studies have made strong claims concluding
that humans can understand improvised or interspecies forms of communication,
specifically, novel non-linguistic vocalizations (Cwiek et al., 2021) and gestures
in non-human great apes (Graham and Hobaiter, 2023). Here, we follow up on
these studies, altering one crucial aspect: Both original studies used a multiple-
choice paradigm, whereby participants were constrained to choose one answer
from a small set of alternatives; that is, for each gesture or vocalisation they were
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offered a set of potential interpretations and asked to guess the one best reflecting
its intended meaning. We expected that replacing the closed-ended, multiple-
choice paradigm with an open-ended, free-text paradigm would lead to different
results and thus different conclusions about human capacities to “‘understand’ ape
gestures or novel vocalizations.

To test our hypothesis, we replicated the studies by Cwiek et al. and Graham &
Hobaiter, but with the participants freely typing in their answer (i.e., their
interpretation of the meaning of an ape gesture or novel vocalisation) rather than
selecting it from a set of predefined choices. To assess the proximity of the
participants’ answers with the target concepts, we used three complementary
approaches: (i) binary assessment of correctness (yes/no), (i) manual coding on
a four-point scale, (iii) cosine similarity between the participants’ responses and
the target concepts using ConceptNet. For (i) and (ii), participants’ answers were
coded by two raters on a four-point Likert scale (transformed into a binary system
for (1)), showing moderate-to-high inter-rater agreement. All mismatches between
coders were discussed in the team and resolved. For (iii), the proximity between
the words in the responses (heads of phrases in the case of multi-word answers)
and the word denoting the target concept in ConceptNet (Speer et al. 2017) were
assessed automatically. Across all approaches, our results show that participants
performed qualitatively worse compared to the original studies, with a vast
majority of responses showing no resemblance whatsoever to the target concept
according to the manual coding procedure. In the ConceptNet analysis, the
responses were found to be conceptually fairly close to the target concepts in
many cases (e.g., the same semantic domain, as in ‘sleep’ vs ‘snore”), but hardly
any response was fully congruent with the target concept.

Apart from revisiting the question to what extent participants “understand” novel
vocalizations or ape gestures, our data give us the opportunity to evaluate different
possibilities of interpreting participants’ free-text answers: manual coding with
different levels of granularity on the one hand, and automatic similarity detection
using NLP resources on the other. The three measures we used carve out different
semantic landscapes, shaping how we perceive communicative transparency. A
perfect-match approach treats meaning as a binary on/off switch, limiting
“understanding” to exact hits while discarding near-misses as failures. The Likert-
scale approach expands this space, recognizing perceived shades of similarity.
The ConceptNet-based cosine similarity approach stretches the landscape even
further, mapping words onto a gradient of conceptual distances, where even broad
associations register as meaningful connections. Because these methods define
similarity differently, they potentially reveal different facets of how novel signals
convey meaning.
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We thus conclude that different setups and analysis methods give us a nuanced
perspective on the role of semantic space in semiotic experiments. These various
paths to data collection and data treatment can inform a nuanced discussion of
how experimental results can inform the evolution of today’s languages.
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Age is a much-discussed factor in language change. In this paper, we investigate the role

that age structure plays in the diffusion of linguistic innovations. For this purpose, we

analyze predictions from an age-structured population dynamic model of linguistic

diffusion. Next to demographic and psycholinguistic data, our model is informed by age-
structured contact data. We provide further support for the hypothesis that adolescents play

a central role in the diffusion of innovations.

To what extent language change is associated with age was the subject of
abundant linguistic research. For one, there is much discussion about the
respective roles that children and adults play in language change. While the
extreme position that language change is exclusively driven by the process of
language acquisition in children is likely not plausible (e.g., Niyogi 2006), there
is some evidence that early acquisition has stabilizing effects (Monaghan &
Roberts 2019; Elsherif et al. 2023). In addition to that, socio-linguistic research
has revealed insights into which age class might function as a motor for linguistic
innovations (Labov 1972).

In this contribution, we investigate the impact that different age classes have
on the diffusion of linguistic innovations with the help of ordinary differential
equation models of linguistic diffusion informed by demographic data as well as
data about contact events collected for epidemiological research (cf. Hoang et al.
2019). Our results indicate that, from a population-dynamic point of view,
adolescents rather than children are a driving force in the spread of linguistic
innovations (Kerswill 1996).

We use an age-structured version of susceptible-infected-susceptible (SIS)
models (Anderson & May 1991) of diffusion. SIS models, which essentially
model sigmoid growth (Denison 2003) of an innovation in a population, have
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been already applied in linguistic research in (Nowak 2000; Baumann 2024). We
integrate eight disjoint age classes (Fogarty et al. 2019). Individuals from two age
classes (or indeed the same age class) can meet in which case transmission of the
linguistic innovation will take place at a certain rate. Individuals can also cease
using the innovation. Ageing is not possible in the current version of the model
so that it only captures short-term developments. Under the assumption that
transmission is strong enough, the model displays a non-trivial stable and
attracting population dynamic equilibrium.

To inform the model, i.e., to provide estimates of the model parameters, we
use diverse datasets, restricting our analysis to the German speaker population.
Rates of contact among age classes are derived from a large-scale contact pattern
dataset provided by Mossong et al. (2008; see Figure 1a), discretized into eight
age classes. Information about demographic age structure (i.e., relative size per
age class) is taken from the UN (https://data.un.org/; Figure 1b, insert). In a
second step, we also examine differential transmission rates for which we use (age
specific) lexical-decision times for German from DeveL (Schréter & Schroeder
2017) as weights to enhance cognitive plausibility.

Given the model parameters, we use the model to predict trajectories of the
prevalence of a (hypothetical) linguistic innovation, one for each age class. It is
shown that irrespective of which age class an innovation originates from it is
adolescents who display particularly rapid diffusion of the innovation (Figure 1b)
due to their relatively high connectivity. A sensitivity analysis of age-related
parameters is also provided to learn about the relative importance of each age
class. In addition to our findings regarding the role of age, we take our model to
represent a reasonable baseline for investigating more complex socio-pragmatic
phenomena (like preferred accommodation among peers).
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Figure 1. (a) Physical-contact distribution in Germany as provided by Mossong et al. (2008).
(b) Trajectories of a hypothetical linguistic innovation for each age group derived from the age-
structured model (here without age-specific transmission rates).
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This study investigates the neural basis of communication by examining neuroimaging data
across multiple great ape species. The dataset includes a sample of language-trained individuals
and enculturated non-language-trained apes, enabling a comparison of species-specific neural
structures and the effects of language exposure. By analyzing key communication pathways,
such as the arcuate fasciculus and ventral pathways, we uncover patterns of pathway asymmetry
and dorsal-ventral ratios that reflect evolutionary constraints and plasticity, providing insights
into the evolution of language.

1.1. Introduction

Our closest relatives provide valuable insights into the evolutionary roots of
language. Training and enculturation programs using hand signs and
lexigrams have explored the extent of non-human great ape communication
abilities. Behavioral experiments showed that most apes could utilize and
combine communicative signals in a meaningful manner. However, their
active vocabulary and syntactical orders were substantially less complex than
humans (Lyn, 2012). These apparent differences may be explained by
neurobiological changes in humans compared to apes. Humans have larger
and more specialized brain regions dedicated to language processing, as
supported by neuroimaging studies showing significant structural differences
between humans and non-human primates (Friederici, 2009; Schenker et al.,
2010; Rilling et al., 2008; Eichert et al., 2019). An important question is to
what extent these neural features are a result of innate biological processes
versus exposure to a language-rich environment. This study explores species
differences in neural networks involved in communication, as well as
experience-dependent plasticity related to language training.

1.2. Method

We utilized a neuroimaging dataset that includes MRI scans from multiple
great ape species — 37 humans, 67 in vivo chimpanzees, 18 ex vivo

59


mailto:mirasinha@g.harvard.edu

chimpanzees, and 9 gorillas — offering an opportunity to explore innate
species-specific brain organization and the effects of language training. The
5 language-trained apes in our study were trained using lexigrams or
American Sign Language over a span of more than 20 years. Their training
methods varied, with some apes receiving instruction through operant
conditioning, while others were trained in socio-cultural environments. In
addition, we examined age-, sex-, and species-matched non-language-trained
apes. Ex vivo brains were collected opportunistically after the animals’
natural deaths. This allowed for direct comparison of brain structure across
different training conditions within each species.

We focused on white matter regions involved in language processing,
particularly the arcuate fasciculus (AF) and ventral pathways, which are
critical for language processing in humans (Catani & Mesulam, 2008; Hickok
& Poeppel, 2007). Our aim was to examine species differences in brain
structure and connectivity of these pathways, as well as any experience-
dependent changes in language-trained apes.

1.3. Results

Initial analyses of brain structure variability related to communication in great
apes indicate interspecies differences. Notably, humans exhibit a marked leftward
asymmetry in the arcuate fasciculus (AF), while non-human apes demonstrate
more bilateral or less pronounced asymmetry. Similarly, we observed distinctions
in the dorsal-ventral pathway ratio, with humans showing a higher dorsal-ventral
ratio compared to other great apes. Compared to chimpanzees, humans display a
significantly more robust AF (normalized by a control tract; left AF: p <0.0001;
right AF: p < 0.0001) and greater leftward asymmetry (p = 0.0008). In
contrast, chimpanzees exhibit a relatively larger ventral tract when similarly

normalized (left VP: p <0.0001; right VP: p <0.0001); see Fig 1.
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Fig 1. Chimpanzee (top) and human (bottom) regions of interest and tractography results in Juna
(Chimpanzee) and MNI (Human) template space (Vickery et al., 2021). A: Regions of Interest:
Inferior Frontal Gyrus (IFG; yellow = alFG, blue = pIFG) and Planum Temporale (PT). B:
Tractography of the reconstructed Arcuate Fasciculus (Blue). C: Tractography of the reconstructed
Ventral Pathway (Orange).

Within language-trained apes, variability in AF asymmetry was observed. For
example, in the chimpanzee sample, Lana’s AF, unlike Panzee’s, exhibited a shift
toward a human-like leftward asymmetry pattern (Lana’s AF: 2nd percentile;
value = -1.66; chimpanzee mean = 0.068, SD = 0.613, z=-2.82). However, there
was considerable variability among language trained apes, possibly due to
differences in training methods and the age at first language exposure.

1.4. Conclusion

Together, these findings illustrate the evolutionary divergence in
communication neural networks between humans and other great apes.
Humans demonstrate greater AF specialization and higher dorsal/ventral tract
ratios, highlighting these regions' role in advanced language processing.
Despite the intra-group variation introduced by the diverse enculturated
environments of language-trained apes, this study provides the first
opportunity to investigate how ape brain organization is modified by
experience related to language training. By examining both species
differences and experience effects, these insights may improve our
understanding of neural communication circuits and provide perspectives on
language evolution in Homo sapiens, emphasizing how biological and
cultural factors shape the neural substrates of communication.

61



References

Lyn, H. (2012). 19 Apes and the Evolution of Language: Taking Stock of 40 Years
of Research. The Oxford handbook of comparative evolutionary psychology,
356.

Friederici, A. D. (2009). Pathways to language: fiber tracts in the human
brain. Trends in cognitive sciences, 13(4), 175-181.

Schenker, N. M., Hopkins, W. D., Spocter, M. A., Garrison, A. R., Stimpson, C.
D., Erwin, J. M., ... & Sherwood, C. C. (2010). Broca's area homologue in
chimpanzees (Pan troglodytes): probabilistic mapping, asymmetry, and
comparison to humans. Cerebral Cortex, 20(3), 730-742.

Rilling, J. K., Glasser, M. F., Preuss, T. M., Ma, X., Zhao, T., Hu, X., & Behrens,
T. E. (2008). The evolution of the arcuate fasciculus revealed with
comparative DTIL. Nature neuroscience, 11(4), 426-428.

Eichert, N., Verhagen, L., Folloni, D., Jbabdi, S., Khrapitchev, A. A., Sibson, N.
R., ... & Mars, R. B. (2019). What is special about the human arcuate
fasciculus? Lateralization, projections, and expansion. cortex, 118, 107-115.

Catani, M., & Mesulam, M. (2008). The arcuate fasciculus and the disconnection
theme in language and aphasia: history and current state. cortex, 44(8), 953-
961.

Hickok, G., & Poeppel, D. (2007). The cortical organization of speech processing.
Nature reviews neuroscience, 8(5), 393-402.

Vickery, S., Hopkins, W. D., Sherwood, C. C., Schapiro, S. J., Latzman, R. D.,
Caspers, S., ... & Hoffstaedter, F. (2020). Chimpanzee brain morphometry
utilizing standardized MRI preprocessing and macroanatomical annotations.
Elife, 9, ¢60136.

Sherwood, C. C., Cranfield, M. R., Mehlman, P. T., Lilly, A. A., Garbe, J. A. L.,
Whittier, C. A, ... & Hof, P. R. (2004). Brain structure variation in great apes,
with attention to the mountain gorilla (Gorilla beringei beringei). American
Journal of Primatology: Official Journal of the American Society of
Primatologists, 63(3), 149-164.

62



Expressibility ratings as a predictor of communicative success in
referential games

Aleksandra Cwiek™2, Susanne Fuchs!, Wim Pouw>*, and Sarka Kadava'**

*Corresponding Author: cwiek@leibniz-zas.de
'Leibniz-Centre General Linguistics, Berlin, Germany
*Center for Language Evolution Studies, Nicolaus Copernicus University, Torun, Poland

*Department of Cognitive Science and Artificial Intelligence, Tilburg
University, Tilburg, The Netherlands

“Donders Institute for Brain, Cognition and Behaviour, Radboud University,
Nijmegen, The Netherlands

University of Géttingen, Géttingen, Germany

This study validates expressibility ratings as efficient proxies for communicative success
in referential games. We demonstrate strong correlations between subjective
expressibility judgments and objective guessability across modalities (gesture,
vocalization, combined), measured as perfect match and cosine similarity. Results show
that gesture and combined modalities perform better than vocalization. Feedback
modestly improved perfect matches but not semantic similarity. The approach offers
methodological advantages for cross-linguistic investigations into modality affordances
and provides an efficient tool for studying emergent communication systems.

Referential games, i.e., tasks in which people have to negotiate a meaning using
novel communicative signals, provide evidence about language at its dawn,
specifically regarding the communicative success of novel signals across various
modality conditions. However, such experiments require substantial financial,
time, and human resources and, due to the multitude of degrees of freedom, their
results may be biased (Fay et al., 2014; Macuch Silva et al., 2020). This study
validates an efficient approach using expressibility ratings—subjective
judgments of how easily concepts can be communicated in different
modalities—as predictors of actual communicative success. It also examines the
effects of modality choice and the perceiver’s feedback on communication
effectiveness.

We tested whether expressibility ratings collected online could predict
guessability in laboratory experiments. Dutch speakers (N = 248) rated how
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expressible 207 concepts would be using only gestures, only vocalizations, or a
combination of both. Subsequently, 142 participants (71 dyads) were recruited to
take part in a referential game with 84 concepts from the original set, with
performers conveying concepts in assigned modalities and guessers attempting
to identify them.

Using Bayesian hierarchical models, we analyzed the relationship
between expressibility ratings and guessability, measured as both binary
correctness and semantic similarity (cosine similarity using ConceptNet
embeddings; Speer et al., 2017). Results strongly supported our primary
hypothesis that expressibility ratings predict guessability (B = 7.30, 95% Crl
[6.80, 7.81] for binary correctness; B = 1.02, 95% CrI [0.93, 1.11] for semantic
similarity). Higher expressibility was associated with fewer correction attempts
(B = -1.59, 95% CrI [-1.79, —1.38]). Regarding modality effects, multimodal
and gesture-only conditions yielded comparable guessability (binary model:
~46% and ~45% correct), while vocalization-only performed significantly worse
(binary model: ~12% correct), partially supporting our hypothesized hierarchy:
combined > gesture > vocal. The introduction of the perceiver’s feedback
modestly improved binary correctness (~30% to ~34%) but not semantic
similarity, suggesting feedback primarily helps participants pinpoint exact labels
but not necessarily to the guesser being more aligned with the performer’s
intention.

Our findings validate expressibility ratings as efficient proxies for
communicative success. The strong correlation between subjective judgments
and real-life guessability indicates accurate awareness of modality affordances,
contrary to concerns about how overconfident people are about their own
judgment (Kahneman & Klein, 2009). The modality success patterns align with
research suggesting that visual modality (either only in gesture or combined
with vocalization) provides an advantage in novel communication, i.e.,
communication without existing conventions (Fay et al., 2014). However, we
acknowledge that modality affordances vary by semantic domain (Kadava et al.,
2024).

Our self-rating approach, therefore, presents a cost- and time-efficient
tool that can complement, or, in some specific cases, replace costly production
experiments. For instance, it enables large cross-linguistic investigations or can
inform stimulus selection for referential communication experiments, helping
researchers avoid inadvertent biases. The expressibility ratings database (Cwiek
et al., in prep.) represents a resource for testing theoretical and methodological
assumptions (Cwiek et al., in prep.) related to modality differences in the
emergence of symbolic communication systems.
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Unlike its cross-cultural variation, historical change in child-directed speech (CDS) has not
been studied. We analyze its prosodic features in German child-directed broadcasts (CDB)
from 1959 to present and compare them to adult-directed broadcasts (ADB) comprising
weather forecasts. The CDB series originated in East Germany and continued post-
reunification (1990). While CD pitch variation did not change over time, slower
articulation rates in CDS emerged only after 1990, possibly reflecting a socio-cultural shift
towards greater child-centeredness. We conclude that CDS may have undergone historical
change, potentially accelerated by historical events.

1. Introduction

Large-scale cross-cultural studies have identified prosodic features of CDS such
as higher pitch, increased pitch variation, and slower articulation rates as universal
(e.g. Cox et al., 2023). However, most research on CDS has focused on the past
30 years, offering only a historical snapshot (Kempe et al., 2024). As human
behavior changes over time (Muthukrishna et al., 2021), a full understanding of
CDS requires examining potential historical change. This study leverages
established similarities between CDB and CDS (Zhang & Gu, 2023) to explore
change over time in CDS. We analyzed a corpus of German CDB dating from
1959 to 2023, which originated in East Germany and continued after German
reunification in 1990, subsequently covering the entire German transmission area.
Given that East Germany adhered to a collectivist ideology that emphasized
directive childrearing, while post-reunification Germany followed Western
liberal-democratic values, we hypothesized that a sociocultural shift toward
greater child-centeredness may be observable in an amplification of certain CDS
characteristics in post-1990 German CDB.

2. Method

We analyzed pitch variation and articulation rate of 103 story-telling monologues
of the German children’s program Unser Sandmdnnchen (1959—present),
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comprising 35 actors addressing an imaginary child audience. Deutsches
Rundfunk Archiv (DRA) provided access to pre-1990 broadcasts; post-1990
broadcasts were obtained from regional broadcasters (RBB, NDR) and YouTube.
We compared these to ADB comprising 192 weather forecasts presented by 90
different speakers, covering the same period. Weather forecasts were chosen for
their temporal continuity in content.

3. Results

Linear mixed-effect regression discontinuity models were fitted to model change
over time. For pitch variation, the model estimated higher marginal means for
female (M=43.4 Hz, SE=3.63) compared to male speakers (M=29.1 Hz, SE=1.19;
B=0.53, z=6.47, p<.001), and for CDB (M=49.4 Hz, SE=3.92) compared to ADB
(M=29.7 Hz, SE=1.44; p=0.53, z=5.04, p<.001). These findings align with
expectations about differences in pitch variation between genders (Pépiot, 2014)
and between ADS vs. CDS (Cox et al., 2023). Trend estimates showed an increase
in pitch variation over time in ADB ($=0.10, SE=0.04, z=2.66, p=0.008), likely
indicative of a shift towards infotainment, but no change over time in CDB
(B=0.03, SE=0.06, z=-0.57, p=0.57), attesting to the stability of higher pitch
variation in this register. For articulation rate, a Register x Discontinuity
interaction (B=1.28, z=3.53, p<.001) indicated that pre-1990, there was no
difference between CDB (M=4.44 syll/sec, SE=0.17) and ADB (M=4.18 syll/sec,
SE=0.16; t(275)=1.03, p=0.31). However, post-1990, the model estimated slower
articulation rates in CDB (M=3.53 syll/sec, SE=0.27) than ADB (M=4.51 syll/sec,
SE=0.100; t(275)=3.29, p=0.001). Thus, the slower articulation rate commonly
found in recent studies on CDS was not evident in pre-1990 East German CDB,
and only emerged post-1990.

4. Discussion

Our findings suggest that some aspects of CDS may have varied over historical
time in response to changing social norms, and that sometimes such change may
reflect rapid shifts due to historical events. Specifically, greater child-
centeredness, associated with a sociocultural shift after German reunification,
manifested itself in slower CDS, an indicator of speech accommodation that takes
account of children’s needs, but not in changes in pitch variation, a likely more
universal indicator of conventionalized positive affect expression. Our study
raises questions about the universality of CDS features and emphasizes the value
of taking a historical approach to the study of CDS.
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Kin terms, the set of words we use to denote family relationships, map variably to meanings.
But are there common semantic cues to category membership? Under the assumption that
wordforms map to meanings in a compressible, structure-preserving manner, we measured the
relative contribution of six semantic features to category membership. We uncovered a cross-
linguistic hierarchy in which features are more reliable cues to shared category membership,
suggesting that kinship semantics are constrained by pressures associated with efficient com-
munication.

Systems of kinship terminology differ considerably in which semantic dis-
tinctions they encode. For instance, an English speaker distinguishes their brother
from their sister on the basis of gender, while an Indonesian speaker distinguishes
kakak ‘older sibling’ from adik ‘younger sibling’, on the basis of their relative
age. Here, we explore whether there are constraints determining which semantic
features are likely to cue shared category membership.

Despite an enormous amount of cross-linguistic variation, kinship terminolo-
gies are constrained by pressures associated with efficient communication (Kemp
& Regier, 2012; Kemp et al., 2018). For a particular level of communicative pre-
cision, kin terms are maximally compressible, and for a particular level of com-
pression they are maximally precise. Lexicons achieve compression by mapping
similar meanings to similar wordforms — by being structure-preserving, or topo-
graphic (Brighton & Kirby, 2006). For instance, in English, the wordform uncle
maps to two concepts: ‘mother’s brother’ and ‘father’s brother’. Words can also
be topographic at the morphosyntactic level, i.e. compositional: the English kin
term grandson combines the morphemes son, meaning male child, and grand-,
indicating a two-generation distance from the speaker.

Using these insights about the expected relationship between meaning and
form, we explore whether kin terms exhibit universal tendencies in which se-
mantic features tend to predict shared form. We start with the assumption that
kinship terminologies are indeed topographic and use this to uncover their under-
lying semantic structure. We measured the extent to which a variety of seman-
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tic features are associated with shared wordforms in 1182 languages (data from
Kinbank: Passmore et al., 2023) by identifying six semantic features of interest:
Generation: which generation kin belongs to; Gender: gender of kin; Lineality:
whether kin is in Ego’s direct lineage or not; Gender of Connecting Relative:
gender of individual who connects kin to Ego; Relative Age: age of kin relative
to their counterpart (e.g. elder vs younger siblings); and Speaker Gender: gender
of Ego (the person using the term).

We measured topographicity as the correlation between semantic similarity
(the weighted proportion of semantic features shared) and wordform similarity
(the proportion of each string that is identical, i.e. inverse normalised Levenshtein
edit distance: Levenshtein, 1965) for all pairwise combinations of kin terms in a
language (e.g. Kirby et al., 2008; Monaghan et al., 2014). We then used gradient
descent to maximise this correlation by searching the space of semantic similarity
weights, determining the relative contribution of each feature to topographicity.
This left us with a metric that specifies how much each feature contributes to
structured form-meaning mappings in a particular language; i.e. the extent to
which kin who share that feature are referred to by a similar term.

Our results show that languages differ in which semantic features cue shared
category membership: Figure 1 shows the optimal weights for each feature for
four languages in our dataset. Figure 2 shows that across the full dataset that there
is substantial variation between features, but nevertheless demonstrates that this
variation is constrained. Accounting for shared ancestry between languages, we
found a significant decrease in weight between each successive pair (e.g., Gen-
eration is reliably weighted higher than Gender, and Gender is reliably weighted
higher than Lineality, etc.), revealing a cross-linguistic hierarchy in the encoding
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of semantic features in kin terms. We propose that the relative ordering of features
represents an adaptation to efficient communication, a trade-off between how easy
a feature is to learn and the amount of information that the feature provides about
the referent.
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Redundant marking of grammatical relations seems to be commonplace across languages,
and benefits learning as well as robust information transmission. At the same time,
languages also often exhibit strategy trade-offs, suggesting that redundancy may be
dispreferred considering communicative efficiency. In this paper, we assess syntagmatic
redundancy in light of these competing motivations, focusing on participant role
disambiguation in (historical) English and Dutch ditransitives. Drawing on relevant corpus
data, we find that redundancy is prevalent, albeit within certain limits.

1. Argument Disambiguation and (Non-)Redundancy

One of the chief tasks that language users face when interpreting (di)transitive
utterances is determining who did what to whom. To tackle this task, they
commonly draw on four main morphosyntactic strategies, viz. constituent order,
nominal marking, verbal agreement, or prepositional marking (Malchukov et al.
2010; Lamers & de Hoop 2005; Lamers & De Swart 2012). However, language
comprehenders can typically also rely on semantic-pragmatic biases such as
animacy asymmetries between subjects and objects, which provide sufficient
information for argument identification in many cases (Bornkessel-Schlesewsky
& Schlesewsky 2009; Czypionka et al. 2017; Mahowald et al. 2023).

The systemic availability of multiple morphosyntactic features in addition
to semantic-pragmatic cues then raises the question whether — in individual
instances — strategies are often used redundantly (syntagmatic redundancy), or
whether languages tend towards complementary, trade-off-like strategy use. The
latter scenario is suggested by a common assumption in linguistics, namely that
grammar is organised in such a way that it facilitates efficient usage (e.g. Gibson
etal. 2019; Hahn et al. 2020; 2021). Support for this comes from phenomena such
as differential object marking, where e.g. morphosyntactic (prepositional)
marking is only applied in contexts where semantic-pragmatic information fails
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to disambiguate. On the other hand, languages have been shown to abound with
redundant marking of relations within individual utterances even in cases where
ambiguity is either clearly resolved by other strategies already, or where there is
no clear advantage for language production (Van de Velde 2014; Winter 2014;
Levshina 2020, 2021; Tal & Arnon 2022; Tal et al. 2022, 2023). This can be
explained by two main benefits of redundancy, viz. robustness against
information loss, and learnability.

2. Agent-Recipient Disambiguation in (Historical) English and Dutch

2.1. Set-up of Our Study

In our study, we assess the extent of redundancy in light of the competing
motivations of efficiency vs robustness/ learnability, by zooming in the use of
multiple morphosyntactic strategies to distinguish agents and recipients in
transfer-events with give. We choose this particular case as it lets us investigate
formal redundancy without taking into account semanticpragmatic biases, with
both arguments being prototypically animate (Newman 1998; Naess 2007;
Haspelmath 2015). We focus on the two closely related languages of Dutch and
English as they employ the same morphosyntactic strategies but to different
degrees, which we predict also affects the extent and specific distribution of
redundant marking. Historical English is included as further point of comparison,
this time diachronic, since the strategies have seen substantial change over time in
this language. To investigate our questions, we use relevant data (N=approx.
1,500) from corpora of English (ICE, Greenbaum & Nelson 1996; GloWbE;
Davies 2013), Dutch (Sonar; Oostdijk et al. 2013), and Middle English (PPCME2;
Kroch et al. 2000).

2.2. Results

Our results show that redundancy, and specifically double marking, is the default
in both Dutch and English. Furthermore, Dutch language users make use of the
greater flexibility offered by the system to modulate the degree of redundancy in
their sentences in an ad-hoc way, while English grammar exhibits a more
consistent level of double marking throughout. In addition, redundancy in Dutch
but not English seems to be impacted by processing complexity. Historical English
appears to show features of both present day languages, indicating a system in
transformation. We interpret these findings as supporting efficiency as a guiding
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factor in strategy use, but in a more gradient way, which is impacted, among other
things, by language-specific systemic properties.
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How and why does the Zipfian distribution differ between spoken and written
language

Anna Petrova'”, Kathleen Rastle!, Matteo Lisi', Shiri Lev-Ari'
Corresponding Author: anna.petrova@rhul.ac.uk
'Royal Holloway, University of London

Zipf law appears across domains, but its source remains unclear. To reveal its source, we investigated how
Zipf's law manifests in spoken versus written language, as the modalities differ in their cognitive demands.
Two key finding emerged: spoken language shows a steeper frequency distribution slope, especially under
time pressure. Additionally, spoken language exhibits higher semantic similarity between words. This
suggests that Zipf’s law is motivated by cognitive demands and has implications for prediction and
language learning.

The frequency of words in language follows Zipf’s law — an inverse power law association
between word frequency and rank [1]. This pattern holds across languages [2] but its source is
still debated [4]. Our work approaches the question of its source from a new direction by
examining differences in the frequency distribution between the spoken and written modalities
and the mechanisms underlying these differences.

Written language exhibits higher lexical diversity than spoken language [3], so spoken
language's frequency distribution might be steeper. We tested this hypothesis using the Spencer
corpus [5], for which participants produced written and spoken content on the same topic in
counterbalanced order. A comparison of content from the same individuals, to the same prompt,
provides a strong test of whether modality alone can influence the frequency distribution. An
analysis of the distribution parameters by MLE showed that the spoken distribution is
significantly steeper (spoken slope: a=1.31, written slope: a=1.11; p<0.005; see Fig. 1).

Why is the Zipfian curve steeper in spoken modality? We propose two mechanisms: (1) time
pressure limits speakers to semantically accessible words, and (2) the greater cognitive demand
that speaking poses [6] leads to increased reliance on high-frequency words.

To test mechanism (1), we calculated the median cosine similarity between the words in each
modality in the Spencer corpus using a pre-trained word2vec model as a proxy for semantic
accessibility. A linear regression showed that though on the same topic, words in the spoken
modality had significantly higher similarity (F=18.61, p<0.005; see Fig. 2), consistent with
speakers drawing from a narrower semantic space under time pressure.

To test mechanism (2) - that cognitive demand leads to higher use of more frequent words, we
compared the frequency distributions of 25 conference talks from the Abralin program vs the
answers in the Q&A. Thus the two conditions were matched for topic, speaker, and modality and
only differed in terms of pressure and preparedness, with Q&A requiring real-time responses
under higher cognitive demand. We found a significantly steeper distribution for Q&A than for

76



talks (talks slope: a=1.12; Q&A slope: a=1.28, p<0.005; see Fig. 3), supporting the cognitive
demand hypothesis.

Overall, the studies show that the word frequency distribution is steeper in spoken language,
potentially because of the reduced semantic breadth and increased cognitive demand in spoken
language production and in spontaneous versus prepared speech. These results contribute to
understanding the cognitive mechanisms shaping the shape of the frequency distribution.
Furthermore, as language use has been shifting to the written modality, and the shape of the
Zipfian distribution influences language learning and use [7], these results suggest that the shift
to written communication can affect language learning and use patterns.

Spoken
Written

Probability of Word Occurrence
o

10° 10" 102 10°
Word Rank

Fig. 1: A comparison of frequency distribution between written and spoken subsets of the Spencer corpus
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Fig. 2 Median cosine similarity between words in the written and spoken subsets of the Spencer corpus

Probability of Word Occurrence

RN

10° 10' 10° 10° 10
Word Rank

o Prepared Talkks —+— Q&A Sessions

Fig. 3 A comparison of frequency distribution between conference talks and Q&A answers
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Eye (i.e. iris) colour is a salient personal trait for which language may assign naming
patterns different than for other object categories. To test this possibility, we developed a
survey in which participants specify the colour of the stimuli irises in a questionnaire and
select the colour itself in a colour chart. We investigate to what extent labelling eye colour
is top-down (driven by linguistically established eye colour categories) vs bottom-up
(driven by the stimulus’ low-level psychophysiological properties).

1. Introduction

Compared to other mammals, colour perception is particularly well-developed
among Old World primates, including humans (Vorobyev, 2004; Jacobs, 1993).
Even though our biology constrains colour perception (Skelton et al., 2017), there
is substantial variation in colour categorisation across individuals and populations
(Gibson et al., 2017). Beyond individual differences that may cause variations in
chromatic perception of the same colour (e.g. Bosten, 2022; Emery & Webster,
2019; Paramei et al. 2004), research suggests that both culture and language
systematically influence how speakers categorize and cognitively process
perceived colours (Ozgen et al., 2004, cf. Kay & Reiger, 2006). Similarly, some
culture-related factors (local conditions, lack of knowledge of foreign facial
morphology) have been claimed to lower agreement in facial characterisation
during first impression formation (Pavlovic et al., 2021; Sorokowski et al., 2013).
Together, lack of knowledge, different adaptations, and variability in naming
conventions may lead to cross-population variations in the perception and verbal
characterisation of certain facial features.

Eye colour naming patterns may present such an example: The cross-
cultural agreement can be lowered both by the lack of knowledge of different eye
morphologies and colour categorisation differences. However, it may also present
a special case of a cross-culturally stable naming convention. When Fiala et al.
(2024) asked participants from distant countries to distinguish eye colour into
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simple categories (“blue”, “brown”, “other”), they responded quite congruently,
and eye colour variance measured in CIELab predicted assigned eye colours
similarly across cultures.

Even if certain iris colours were absent in a population due to limited iris
colour variance (e.g., subequatorial Africa, South-East Asia) and related
expressions were historically uncommon, terms like 'blue/brown' and 'light/dark
eyes' may have been adopted through exposure to globalised culture. They may
also be understood via nonhuman animal species’ eye colour, which varies largely
in (sub)tropical mammals (Tabin & Chiasson, 2024; Perea-Garcia et al. 2022).
The highly salient and cross-culturally appreciated eye morphology (Wiacek,
2015) may then facilitate the creation of naming patterns that diverge from the
naming pattern for other surface colours and that is partly, or completely invariant
between individuals and cultures.

2. The current study

We asked the following questions: (i) Is it just the “umbrella concepts” like “blue
vs. brown” or “dark vs. light” that are shared between individuals and, potentially,
cross-culturally? The agreement may be limited to simple iris colour categories,
but it can remain even for detailed categorisation. (ii) When participants are asked
to pick the iris colour from a chart, what is the distribution of, and cross-cultural
agreement in, the colours selected?

We identified a list of common human eye colour names being used to
describe iris colour variance in English scientific literature (Mackey et al., 2011),
obtained RGB values of these colours, or their best-fitting analogues according to
ISCC-NBS system (Judd & Kelly, 1939), converted the values to perceptually
uniform CIELab L*a*b colour space (McLaren, 1976), and created a
corresponding 2D colour chart with a range of the candidate iris-related colours.
Using faces of a population with highly variable iris colour as stimuli (N = 195),
we will ask participants to choose the dominant iris colour before selecting it from
the chart.

This way, we intend to test whether participants agree on the iris colour
naming, on the colour selected from the chart and whether the level of congruence
and variance depends on the country of participants’ origin and contemporary
residence. We will code the names chosen by participants into appropriate
categories, and measure variance in naming and variance in selection from the
plot (the latter using Manhattan distance). We will analyse the data with Poisson
generalised models. We expect that participants will generally agree on the colour
they pick; however, there will be a larger variance and distance in raters
originating outside Europe. The survey is currently being prepared and will be
distributed in Europe, South-East Asia, and (via Prolific) through English-
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speaking non-European regions, in English and in languages with similar colour
grids (at this stage, we do not plan to consider differences due to a different colour
grid in different languages). Results will be available at the time of the conference.

3. Supplementary Materials
https://osf.io/pwajh/?view_only=0b2d7df5dbdadbc6a88dd151eadblcdc
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Previous work suggested that gestural and vocal communication show different degrees of
iconicity, and that high iconicity may hinder the development of compositional structure.
Here, we tested the evolution of iconicity and compositionality across modalities using a
VR communication game. Results show that gesture-only pairs were more iconic and
communicatively successful than vocalization-only pairs, yet pairs in both conditions
developed compositional languages, often reusing iconic elements. Our findings support
the idea that iconicity facilitates the emergence of structure across modalities.

Iconicity can help bootstrap emerging communication (e.g., Fay et al., 2013;
Perlman et al., 2015). It is widely present in gestures, and recent work shows that
it is also more prevalent in the vocal modality than previously assumed (e.g.,
Dingemanse et al., 2015; Perlman, 2017). At the same time, iconicity in acoustic
signals seems to hinder the development of compositional structure (Verhoef et
al., 2016), which is considered central to language evolution (Kirby et al., 2008,
Motamedi et al., 2019). Crucially, only few studies have directly compared novel
signal creation in the vocal and gestural modalities (Fay et al., 2013, 2014, 2022;
Lister et al., 2021; Macuch-Silva et al., 2020; Motiekatyté et al., 2024), and no
study to date has examined how compositionality evolves over time across
modalities and how it relates to iconicity in manual vs. vocal communication.

To test the (co-)evolution of iconicity and compositionality across modalities,
we conducted a dyadic communication game in an immersive Virtual Reality
CAVE environment (Cruz-Neira et al., 1992). Pairs of participants interacted
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face-to-face using either gesture or non-linguistic vocalizations to refer to novel
creatures appearing around them in a virtual forest. The stimuli consisted of 32
fantasy creatures varying on four semantic features: shape (4 different creatures),
size (small vs. big), movement (walk vs. jump), and speed (fast vs. slow). We
used PRAAT and ELAN to annotate the emerging communication systems of 6
vocalization-only and 6 gesture-only pairs, analyzing signals for their duration,
number of syllables/gestures, speech/gesture rate (i.e., signal duration divided by
number of syllables/gestures), iconicity (measured as guessing accuracy by naive
participants; Grosseck et al., 2024), and compositionality (measured as pair-wise
correlations between meanings and signal annotations).

Preliminary results showed that gesture-only pairs communicated more
successfully and created more iconic signals than vocal-only pairs (replicating
Fay et al., 2014; Macuch-Silva et al., 2020), yet accuracy and iconicity were also
significantly above chance in vocal-only pairs (Grosseck et al., 2024; Motiekatyte
et al., 2024). Importantly, we found that compositionality emerged to different
degrees in both modalities and increased over time, with different pairs
systematically reusing and combining iconic gestures or vocalizations to denote
different semantic features. For example, creatures’ speed was typically encoded
in the production rate of signals (i.e., faster movements expressed by faster
vocalizations and gestures). Notably, iconicity remained stable over time, and
emerging compositional languages often relied on iconicity (see Figure 1). These
results show that iconicity and compositionality can emerge through
communication alone (extending Motamedi et al., 2019). Furthermore, our
findings support the idea that iconicity and compositionality can co-exist (Little
2017a,2017b).

b

Shape (“A") ' Size (‘small"3 ‘ Shape (‘B“j\ Size ('small"

Figure 1: Example of a compositional system that reuses iconic gestures for size and shape.
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Goal-directed intentionality is a defining feature of language and represents the ability to
communicate goals in mind to others. To establish goal-directed intentionality (hereafter
intentionality), key criteria need to be met: audience directedness, persistence, or
elaboration. While intentionality has been shown in a few specific gesture types in non-
primates, great apes are known to use large gestural repertoires intentionally. But is
communicating intentionally with many gesture types unique to primates? Here we show
that semi-captive elephants use many gestures intentionally to ask humans for food.

1. Introduction

Humans use language infentionally to communicate cognitive goals (i.e.,
meanings) eliciting specific behavioural reactions in recipients (Dennett, 1983;
Grice, 1957). To establish intentionality, the following criteria need to be met
(Tomasello et al., 1985; Townsend et al., 2017): a) audience directedness —
signallers use gestures in the presence of a perceiving audience; b) persistence -
signallers persist gesturing when recipients do not meet their goal; or c)
elaboration - signallers change gesture types when previous ones fail at achieving
their goal. Apes use large gestural repertoires intentionally by meeting these

88



criteria (Byrne et al., 2017). Beyond primates, intentional gesturing is reported in
a few species, for example coral reef fishes, Arabian ballers, and ravens, but only
in a few gesture types (Ben Mocha & Burkart, 2021; Pika & Bugnyar, 2011; Vail
et al., 2013). Whether non-primates communicate intentionally across many
gesture types remains unknown. Here, we built on Leavens and colleagues’
experimental design (2005) to test whether semi-captive elephants gesture
intentionally to a human experimenter to acquire food.

2. Methods
Elephants were 17 semi-captive adult African savannah elephants (8 males and
9 females). We presented elephants with unreachable desired and non-desired
items. The desired item was a tray containing 6 apples, while the non-desired
item was an empty tray. Each elephant was presented once with three
experimental trials corresponding to: 1) Goal met condition: The experimenter
delivered all baited apples from the tray. 2) Goal not met condition: The
experimenter delivered the empty tray. 3) Goal partially met condition: The
experimenter delivered one of the baited apples from the apple tray. The trials
consisted in three experimental phases. Pre-delivery phase: the two items were
positioned in front of the elephant by a helper who then left. The experimenter
entered and positioned themselves in-between the trays and faced the elephant
for 40 seconds. After the time elapsed, the experimenter delivered one of the
items according to condition (e.g., delivered all apples in Goal met condition).
Post-delivery phase: after delivery, the experimenter went back in-between the
trays and faced the elephant for another 40 seconds. No-experimenter phase:
After the time elapsed the experimenter left, and the elephant was left alone for
another 40 seconds. The trial then ended. Trials were pseudorandomised and
counterbalanced across elephants.

3. Results

Elephants used a total of 313 gestures of 38 gesture types across 51 experimental
trials. Elephants gestured only in the presence of the experimenter (audience
directedness). Elephants increased their use of gestures (i.e., persisted more) from
pre-delivery to post-delivery in the Goal partially met condition than in the Goal
met condition (persistence). But, interestingly, during post-delivery, elephants
decreased gesturing in both the Goal not met and Goal met conditions, and no
difference in gesture persistence was found between these conditions. However,
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during post-delivery, elephants used novel gesture types more often in the Goal
not met condition compared to the Goal met condition (elaboration).

4. Discussion

Apes are known to gesture intentionally across large gestural repertoires and
evidence of intentionality in non-primates is restricted to one or two gesture
types selected for specific purposes (Ben Mocha & Burkart, 2021; Pika &
Bugnyar, 2011; Vail et al., 2013). Here we show that semi-captive elephants use
38 different gesture types only in the presence of an attentive human audience,
that they persist gesturing more when their goal is partially met compared to
fully met, while elaborate by using new gesture types after previous ones
completely failed to meet their goal. Future studies should investigate
intentional gesturing between elephants to further our understanding of the
evolution of this capacity across socially complex distantly related species.
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Biodiversity and language diversity have been suggested to be impacted by
anthropogenetic factors. In this paper, we investigate to what extent the duration under
European colonial rule is associated with biodiversity threat and language diversity threat
by deriving the IUCN Red List Indicator (RLI) on the country level for both domains. We
show that, on a global scale, duration of occupation correlates with biodiversity and
language threat.

Both biodiversity and linguistic diversity are under threat. About one million
species and roughly 3000 languages show a risk of extinction (Johnson et al. 2017,
Bromham et al. 2022). Some of the causes for this are anthropogenetic, such as
overexploitation and increased land usage, both of which have been argued to
have negatively affected biota and indigenous languages (Sutherland 2003;
Skutnabb-Kangas & Harmon 2017). A long-term event that was evidently
associated with processes like this is that of European colonial expansion (Nettle
& Romaine 2000; Mufwene 2004). In our paper, we directly compare
biodiversity threat and threat of linguistic diversity against each other on a global
scale, and we examine to what extent the duration of European colonial
occupation is associated with threat in both domains. Our results indicate that
biodiversity and language diversity are conditioned by different factors, but that
European colonialism displays a negative association with both of them.

To make biodiversity threat and threat of linguistic diversity comparable, we
employ the [UCN Red List Indicator (RLI), which is an established framework in
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biodiversity research. RLI maps average threat levels for a particular region onto
anormalized scale so that 0 and 1 indicate that all species in that region are extinct
and stable, respectively. We use IUCN Red List assessments for four classes of
species (mammals, birds, amphibians, and reptiles), and EGIDS threat levels for
languages as provided by Ethnologue. The scales were homogenized to yield the
same number of threat levels (five) so that they could be mapped onto each other.
We then computed RLIpiological and RLIjinguistic for each country as

RLI; =1-Y;

by summing over the (normalized) threat levels T; of all species/languages in that
country (Loh & Harmon 2014) for both domains separately (where d stands for
the two domains). In addition, we computed a composite index RLIpiocultural @s the
mean of RLIpiological and RLIjinguistic, Which can function as a proxy of biocultural
diversity on a more general level.
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Figure 1. Coefficients together with 95% confidence intervals for the three beta-regression

models. Response variables: RLIyiocutural (0range), RLIinguistic (purple), RLIpiologicat (blue).
In the first part of our analysis, we measure the association between RLIpiclogical
and RLIjinguistic, and identify hotspots of biological and linguistic diversity threat,
controlling for country size (area). After that, we fit three beta regression models,
one for each RLI measure as response variable and occupation time as predictor.
Occupation time was derived from the COLDAT database (Becker 2019), which
provides beginning and end dates of European occupation for each country. In
addition, we use a set of other covariates that have been suggested to be relevant
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to threat of biodiversity and language diversity. All predictor variables were z-
transformed. We find that, although there are differential effects of the other
covariates, occupation time is negatively associated with all three RLI measures
(Figure 1; effect sizes of occupation time: f = —0.09" for RLIpioculwral; S =
—0.18" for RLIpiologicat; S = —0.21" for RLIjinguistic); longer colonization duration
corresponds to higher threat across domains. Our conjecture is that European
colonization has reshaped both the socio-cultural and biological environment in
such a way that many languages and species are subject to increased chances of
extinction. However, differential sets of mechanism apply in both domains.
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Humans tend to use the least effort possible when communicating, which leads to the reduction
of frequently used phrases over time (“reducing effect”). While reduction benefits speakers, it
must operate without causing communicative chaos. We built an agent-based model to simulate
this process, and found that communicative stability is only guaranteed when speakers estimate
their ability to be understood as hearers, echoing Hockett and Hockett (1960). This requirement
highlights how defining principles of human communication also define its further evolution.

Humans are notoriously lazy. Even though communication systems are known
to evolve spontaneously out of a common need between speakers and hearers
(Oliphant, 1997), the process of linguistic selection (Steels, 2012) states that
speakers will still select utterances that reach common communicative need with
as little effort as possible. That principle of least effort (Zipf, 1949) translates into
speakers using the least effort possible in their pronunciation, as long as the hearer
still comprehends their message (“communicative success”).

One instantiation of this principle is the reducing effect (Bybee, 2006). This
theory states that words with high frequency are eligible for a fast process of
phonetic erosion, causing distinctive sound information to be removed from a
construction. An example of this is the highly frequent English dunno, which
eroded from the sequence I don’t know. Reduction can also happen to lower
frequency forms, but to a smaller extent and at a slower pace.

The reduction process is beneficial to speakers, as it allows them to consume
less energy in reaching their communicative goals. However, the reducing effect
also shows how linguistic selection affects language as a whole, as reduced forms
can also become conventionalised within the linguistic system itself. Through
self-organisation (Steels, 2012), the system can reorganise itself to express the
same meanings using less complex representations. The self-regulatory aspect
of language is a reason why language is typically characterised as a complex-
adaptive system (Kretzschmar, 2015), which means language lacks a central au-
thority, and arises out of local interactions which shape the entire system.
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The reducing effect raises interesting questions about the necessary require-
ments for speakers to maintain communicative success throughout the reduction
process. If the hearer misinterprets the form spoken by the speaker, this can cas-
cade into communicative chaos. Since language has no central control, this chaos
avoidance has to arise out of simple rules implicit in local communication.

To find the minimal requirements for successful reduction, we built an agent-
based model in Python with MESA (Kazil, Masad, & Crooks, 2020). In our
model, we let a society of virtual speakers “talk” to each other, and have the words
they use follow the distribution typical of natural language: a few highly frequent
words with a long tail of more infrequent words (Zipf, 1965). Each language user
has a memory of words with multiple exemplars (Pierrehumbert, 2001), repre-
sented by vector representations. Such vector representations are popular in the
field of machine learning, to represent both meaning (Mikolov, Chen, Corrado, &
Dean, 2013) and acoustic information (Baevski, Zhou, Mohamed, & Auli, 2020).
When a language user “speaks” to a hearer, a random exemplar is selected from
the speaker’s repertoire. That vector is compared to the vector repository of the
hearer. With the cosine distance metric, a vector neighbourhood from the hearer’s
repertoire is selected, and its associated words are tallied. The word most rep-
resented in the neighbourhood is the word “heard” by the hearer. Note that the
hearer does not know which word the speaker intended, so mishearings are possi-
ble. Of course, communication is more complicated in real life, but focusing on
the core of the problem is standard practice in any type of modelling (Smaldino,
2023).

To simulate the loss of acoustic information, we allow for a speaker to lower
the values in an exemplar’s vector at speech time. With this operation, the infor-
mation that was initially represented in that vector is expressed using less energy.
As words are used more, they have the chance to gradually erode into more effi-
cient representations.

Through our simulation, we found that five requirements are imperative for
reduction to occur in the way described in empirical studies:

1. Language users should spontaneously reduce forms;
2. There should be shared vocabulary;

3. Vocabulary frequency should follow Zipf’s law;

4

. Language users should be able to remember multiple forms heard of the
same word;

5. Speakers should check whether they would understand a reduced form
themselves before speaking.

The first requirement is necessary to have reduction at all. While the next
three requirements come naturally from usage-based linguistics, we nonetheless
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disabled them iteratively to check whether they were really necessary to give rise
to the reducing effect. (2) If agents use wholly different acoustic forms to refer
to the same concepts, communication is impossible; (3) if words do not follow a
Zipfian distribution, reduction is equally strong regardless of frequency, which is
not what we see in corpus data; (4) if language users only know a single exem-
plar for each word, the representation of very frequent words shifts too fast, and
becomes too varied among agents to still lead to successful communication.

The final requirement is the most interesting theoretically. If the requirement
is left out, the language system evolves into a state in which most reduced words
are consistently confused with the most frequent word. This is due to the avail-
able phonetic space becoming more restricted as more words become reduced,
with the most frequent words taking up the most exemplar space due to their
sheer frequency. As less frequent words creep into the busy phonetic space, their
representations become outnumbered by more frequent exemplars in the neigh-
bourhood. This leads to mishearings and mass communicative confusion.

This communicative confusion can be avoided by having speakers check first
whether they would correctly categorise the reduced form they are about to speak
themselves. If not, the reduction process is reversed. This simple step avoids most
wrong classifications and is roughly related to interchangeability as defined by
Hockett and Hockett (1960). This requirement highlights how defining principles
of human communication also define its further evolution. More generally, the
interaction of our five simple requirements proves that even complex behaviour
can be brought back to a few simple defining features.
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We test the hypothesis in the literature that linguistic diversity hinders disease spread: peo-
ple speaking different languages contact less. We first analyze Covid-19 transmission data in
countries differing in linguistic diversity, controlling for factors such as development level, ge-
ography, and climate. We then simulate the disease transmission in societies varying in size,
degree of contact, and network density - three sociopolitical factors impacting language diver-
sity. Both studies suggest that language diversity correlates with reduced transmission rates.

Moro (2016) hypothesized that language diversity might have helped mitigate
the problems of population growth when food supply and healthcare were lim-
ited. Combined with the more general idea that language diversity is shaped by
physical and social factors external to language (Nettle, 1999; Lupyan and Dale,
2016), here we investigate potential correlations between language diversity and
disease spread. We follow two complementary approaches. First, we compared
the spread of COVID-19 in regions that show opposite linguistic landscapes. Fol-
lowing Kirkeby et al. (2017), we calculated the average daily COVID-19 trans-
mission coefficient /3 for 101 countries using data from Johns Hopkins University.
We then compared disease transmission in countries differing in linguistic diver-
sity index (LDI) (from Eberhard et al. (2024)), while controlling for factors that
could impact disease transmission: temperature, precipitation, elevation, latitude,
human development index, road and population density, drawn from Global Data
Lab, Wikipedia, and the World Bank. A linear regression was done between the
difference in LDI (ALDI) and the difference in COVID-19 transmission rate A/3,
with other factors as predictors. Second, to clarify the mechanism of language di-
versity on disease spread, we simulate the behavior of a pathogenic vector in the 6
society types discussed in (Trudgill, 2011), hypothesized to impact differentially
on language features and language diversity. These 6 types vary in community
size, network topology, and degree of contact. Specifically, we implemented an
SEIR disease transmission model (Bjgrnstad et al., 2020) for each of the 6 societal
types. In our model, each type consisted of 4 societies, each with 4 communities.
Size was modeled by changing the population number. Network topology and the
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degree of contact were modeled by modifying the average number of people trav-
eling from one community to another, or from one society to another, respectively
(See Table 1). We implemented the model outlined in Lee and Jung (2015) with
MATLAB (R2024b). To quantify disease spread, we assumed a single exposure
case in community 1 from society 1 and measured the number of days for the
number of susceptible people in each community to drop below 50%.

Table 1.: The six basic types of society simulated in the study

Type  Size  Network Contact Population  Within-society contact  Between-society contact

1 small tight low 1000 [1,1.5] [0.1,0.15]
2 small tight high 1000 [1,1.5] [1,1.5]
3 small loose low 1000 [0.1,0.15] [0.1,0.15]
4 small loose high 1000 [0.1,0.15] [1,1.5]
5 large loose low 4000 [0.1,0.15] [0.1,0.15]
6 large loose high 4000 [0.1,0.15] [1,1.5]
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Figure 1.: a: Difference in transmission coefficient (Af3) vs. difference in Lan-
guage Diversity Index (ALDI). b: Time (unit: days, z-axis) for the susceptible
population to drop below 50% in each community across scenarios (y-axis). Com-

munities from the same society are represented by the same color.

Our first analysis (Figure 1a) found a significant, negative effect of ALDI on
A (r =-2.665%10"%, p = 0.021), suggesting language diversity reduces disease
transmission independently of physical environment or social development. Our
simulation (Figure 1b) showed in general, larger population sizes, looser social
networks, and reduced contacts slow disease spread. Interestingly, scenarios 1
and 4/6 correspond to esoteric and exoteric languages, respectively (Wray and
Grace, 2007; Chen et al., 2024). Esoteric languages are typically spoken in areas
with high linguistic diversity. As shown, disease spread proceeds differently in
both cases, with slower ingroup transmission in the esoteric scenario but slower
intergroup transmission in the exoteric scenario. Overall, our findings give sup-
port to the view that a barrier effect to disease spread could be one of the factors
promoting language diversity.
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We investigated whether rhythm discrimination is mainly driven by the native language of

the listener or by the fundamental design of the human auditory system and universal

cognitive mechanisms shared by all people irrespective of rhythmic patterns in their native

language. The results showed that rhythm change detection is a fundamental function of a

processing system that relies on general auditory mechanisms and is not modulated by

linguistic experience.
The existing literature is consistent with two plausible and reasonable hypotheses:
Either (a) linguistic experience (primarily, one’s native language) shapes rhythm
processing, or (b) prosody in general (and rhythmic structures in particular) in
natural languages is shaped by the general design of the auditory system,
cognitive mechanisms, and neural physiology. On the one hand, rhythm
perception is essential for speech processing and for language acquisition in
infancy (Langus et al., 2018). Rhythmic patterns differ between languages
(Gervain et al., 2008; Ramus & Mehler, 1999; White & Mattys, 2007) and thus
individuals may differ in their experience with different rhythms. Non-native
(Polyanskaya et al., 2017; Tajima et al., 1997) or pathological (Kent et al., 1989)
rhythm affects speech accentedness and comprehensibility. These observations
suggest that rhythmic patterns in speech might be processed via the phonological
filter of the native language. In the other hand, rhythm perception relies on a
fundamental design of mammalian auditory system (Gitza, 2011; Greenberg &
Ainsworth, 2004; Hickok et al., 2015; Howard & Poeppel, 2012) that underlies
rhythm discrimination by animals (Tincoff et al., 2005; Toro et al., 2003) and pre-
linguistic babies (Nazzi & Ramus, 2003; Ramus et al., 1999). This mechanism is
not unique to humans and is shared by all people irrespective of their native
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language. We performed multiple experiments to pit these two hypotheses, both
logically coherent and plausible according to prior empirical evidence, against
one another.

We asked participants to listen to two continuous acoustic sequences and to
determine whether their rhythms were the same or different (AX discrimination).
Participants were native speakers of four languages with different rhythmic
properties (Spanish and French — regular rhythm; English and German — irregular
rhythm), to understand whether the predominant rhythmic patterns of a native
language affect sensitivity, bias and reaction time (RT) in detecting rhythmic
changes in linguistic (Experiment 2) and in non-linguistic (Experiments 1 and 2)
acoustic sequences. Linguistic sequences were resynthesis of Welsh sentences
using Italian phonemes and substituting those speech sounds that do not exist in
Italian by the closet matching sounds of Italian language; Welsh intonation was
lifted from the original sentences and imposed on resynthesized sentences. Non-
linguistic stimuli were monotonous syllabic sequences randomly concatenated.
Rhythm was manipulated by modulating variability in the vowel durations, higher
variability means less regularity. Using a post-test naturalness evaluation
experiment, participants rated linguistic stimuli as natural speech in a language
they did not understand, similar to natural language resynthesized in the same
manner. Non-linguistic stimuli were rated as less natural and not speech-like.
We examined sensitivity and bias measures, as well as RTs. We also computed
Bayes factors in order to assess the effect of native language.

All listeners performed better (i.e., responded faster and manifested higher
sensitivity and accuracy) when detecting the presence or absence of a rhythm
change when the first stimulus in an AX test pair exhibited regular rhythm than
when the first stimulus exhibited irregular rhythm. This result pattern was
observed both on linguistic and non-linguistic stimuli and was not modulated by
the native language of the participant.

We conclude that rhythmic cognition is based on general auditory and cognitive
mechanisms and are not modulated by linguistic experience and are shared by all
mammals. We suggest that the mechanisms are related to vocal learning, beat
induction, and rhythmic entrainment (the ability to coordinate motor output with
sensory input). The ability to discriminate rhythmic patterns in not only pre-
requisite of speech development in ontogenesis, but also underlied speech
emergence in phylogenesis of the homo genera. Irregular rhythmic patterns are
marked, in a sense that any communicative system that exhibits irregular rhythm
also exhibits regular rhythmic patterns, while there are communicative systems
that only exhibit regular rhythms. Also, regular speech rhythms are more
typologically common across languages, and the same markedness relations can
be applied to speech rhythms. Regular rhythms allow better coupling between the
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acoustic and neural oscillations and facilitate processing of the auditory input.
Thus, switching from regular to irregular thythm can be explained by expanding
the repertoir of meanings to be expressed by prosodic means and facilitate the
transition to the referentiality of the signals.

These results raise a series of further questions about rhythm perception and
language evolution. We indeed suggested that the results are likely to be
generalized across mammals (based on common neural-to-acoustic entrainment
mechanism), yet we cannot say how far back in evolution we can go, whether it
is generalizable across vertebrates (e.g., songbirds, who also exhibit remarkable
vocal learning ability). These questions require dedicated empirical studies to be
answered.
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We present an event-related potentials (ERPs) study on the time course of processing
communicative and informative intentions expressed through a combination of eye contact
and gestures. Our main finding from the ERPs analysis relates to the N170 component: it
shows that the detection of both intentions occurs within the 200-millisecond window. This
suggests that mindreading occurs through low-level rather than high-level cognitive

processes. We address the evolutionary implications of this finding within the context of a
deflationary perspective on ostensive communication.

A widely held view within language evolution research is that mindreading is a
crucial cognitive prerequisite for the origin of language (e.g., Scott-Phillips, 2015;
Tomasello, 2008). Such a view (mostly) rests on the ostensive-inferential model
(Sperber & Wilson, 1995), which posits that human communication is a process
of expression and recognition of intentions. Two types of intentions are in place
in ostensive communication (OC): informative and communicative. Informative
intention (II) is informing “by virtue of affecting the audience’s mental state”
(Scott-Phillips 2015, p. 58). Communicative intention (CI) is “the signaler’s
intention that the receiver recognizes that the signaler has an informative
intention” (ibidem). Since mindreading is the cognitive system processing the
mental states of others, and since intentions are mental states, such a system is a
logical and temporal prerequisite of OC (Origgi & Sperber, 2000). A pivotal
aspect of the ongoing debate focuses on the nature of the mindreading process
underlying OC. In its classical formulation (Sperber & Wilson, 1995, 2002), the
dual level of intention that characterizes OC is considered processed by high-level
inferential mindreading for both CI and II processing (Sperber & Wilson, 2002),
considered being an exclusive prerogative of adult humans, not available to
human infants or nonhuman primates. In recent years, a deflationist perspective
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on OC has emerged, challenging the prevailing classical view that OC is an all-
or-nothing phenomenon (e.g., Moore, 2016, in press; Sperber & Wilson, 2024).
This new approach associates basic forms of mindreading with basic forms of OC,
thus opening the way to the view that basic forms of OC can be observed in both
human infants and non-human primates. To adjudicate between these two
perspectives, we present an ERPs study on the time course of processing of CI
and II expressed through combination of eye contact and gestures.

Methods: 43 participants were recruited for the study. Their neural activity was
recorded while they watched visual stories representing OC between two
characters (Fig.1). Three conditions (randomly presented) are compared.
Congruent: an interaction in which both the CI and II are satisfied (Fig. 1a). Semi-
congruent: an interaction in which the II of the communicator but not her/his CI
is satisfied (Fig. 1b). Incongruent: an interaction in which neither the CI nor the
IT are satisfied (Fig. 1c). There were 90 visual stories (30 for each condition)
divided into 3 lists. The first 3 scenes were the same in each list (Fig. 1); the final
scene changes for each list according to the condition. Each participant was
administered a single list randomly assigned.

Results and discussion: A major finding emerging from the analysis of the ERPs
relates to the amplitude of an early component, N170 (time window 100-210 ms):
the incongruent condition had a more pronounced negative amplitude compared
to the congruent condition (p=.017); no significant difference on this component
emerged between the semi-congruent and congruent conditions, nor between the
semi-congruent and incongruent conditions. Previous literature suggests that the
N170 reflects neural activity associated with early-stage face processing (e.g.,
Eimer, 2011) and is crucially involved in mindreading processes (Ruzzante &
Vaes, 2021). The absence of significant differences in the N170 response between
congruent and semi-congruent conditions suggests that the processing observed
in the semi-congruent condition is analogous to that of the congruent condition.
This finding might be indicative that the elaboration of II occurs at an early stage,
approximately 170 milliseconds after the initial presentation, in a manner
analogous to CI, favoring conceptions of mindreading grounded in low-level
rather than high-level cognitive processes. We will argue that such a finding
supports a deflationary perspective on OC, i.e., a gradualist approach based on
the possibility that even nonhuman animals can be ascribed forms of OC (albeit
to varying degrees) (Moore, in press; Sperber & Wilson, 2024), which may have
constituted the evolutionary roots of human communication.
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Figure 1. The context of the story without the final events (represented in Fig. 1a 1b, 1c).
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Humans have a strong desire to share their thoughts and feelings with others
(Mitteilungsbediirfnis, MtB) which is unique among our primate relatives, who do not
usually give up information voluntarily. Why do humans have MtB? What pressures might
have led to its evolution, and how is it advantageous to our species? Here, we review
existing evidence and ideas from a range of disciplines and argue that MtB was crucial in
the evolution of language, collaboration, and culture.

One of the main factors that sets human cognition and behaviour apart from that
of most other animals is our intrinsic drive to communicate our thoughts, feelings,
and experiences with others. Although there is evidence for non-human animals
possessing rich mental lives (Rogers & Kaplan, 2024; Steiner, 2008), most seem
to lack an intrinsic motivation to share them. This is true also for our closest
primate relatives, who do not use communication in the cooperative, informative
way that is typical for our species, and only share information when incentivised
by external rewards (e.g. food) (Fitch, 2019; Tomasello & Call, 2019). Fitch
(2010) calls this human drive Mitteilungsbediirfnis (MtB) and suggests that our
overwhelming need to share may have created pressures for the evolution of a
highly expressive symbolic communication system — i.e., language.

An equally unusual trait is our outstanding ability to collaborate with others — a
skill which forms the essence of our culture, society, and humanity, and is one of
the key aspects of our success as a species (Fitch, 2011; Smith, 2003). We propose
that these two observations are linked, and that it is our MtB which allows us to
collaborate on such an extraordinary level, based on three main factors:

L MtB is a developmental pre-requisite for the acquisition of the ability to
collaborate: sharing emotions and mental states with others is the first
developmental step in children toward sharing goals and perceptions,
which in turn enable the joint intentions and attention needed for
collaboration (Tomasello et al., 2005).

1L Collaboration requires trust; honest information sharing increases trust
among collaborators (Centorrino et al., 2015; Wu et al., 2016), and
explicitly sharing our thoughts and feelings helps others to judge our
intentions (Van Doorn et al., 2012). This is one way MtB helps us to
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overcome collaboration challenges that are unscalable for most other
animals, but comparatively easily solved by humans (Smith, 2003).

III. The free flow of information enabled by our MtB acts as a conduit in
collaborative acts, and helps to coordinate actions via linguistic and non-
linguistic communication (Dor, 2023; Smith, 2003).

Although Fitch proposed that MtB might have been a driving force in the
evolution of language, it has only occasionally been mentioned in the literature,
for example in work on the evolution of gestural communication (Frohlich et al.,
2019), syntax (Zuberbiihler, 2020), and cognitive linguistics (Pleyer & Hartmann,
2014). Currently, the discussion of its existence, functions, and origins is scattered
across disciplines, and there is no unified definition of what MtB actually entails.
In addition, whilst there is some empirical evidence which shows that humans are
behaviourally and neurally predisposed to share information with others (Tamir
et al., 2015; Tamir & Mitchell, 2012), there is a lack of research testing inter-
individual and cross-cultural variation in this proposed universal human trait.

Here, we present the first systematic review of MtB and its implications for the
evolution of language and collaboration. Our main aims are as follows: (i) to
review the many different ideas surrounding the human drive to communicate
from the past 25 years of research in the cognitive sciences and beyond; (ii) to
identify and unify common understandings and arguments in order to clearly
define MtB; (iii) to explore its proposed connection to collaboration in human
ontogeny, phylogeny, and ethology; (iv) to evaluate existing evidence for its
existence; and, crucially, (v) to provide a basis to form hypotheses which allow
us to test, among others, how MtB is expressed (including cross-culturally and
inter-individually), how it develops in human ontogeny, how it interacts with
collaborative success, and how it might have driven the evolution of language,
collaboration, and culture.
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In this work, we hypothesize that the navigation system supported by the hippocampus
could have served as the evolutionary origin of domain general recursive computation in
humans. Reviewing navigation and recursion abilities in invertebrates and vertebrates
suggests that they correlate with each other. Neurobiological studies also show that the
hippocampus plays a crucial role in both abilities. Developmental and clinical research
supports our hypothesis as well. We further propose a key role of Human Self-
Domestication in the hippocampal refinement.

Clarifying which aspects of our cognition can be regarded as specific to humans
and how they could have evolved from precursors otherwise shared with other
animals is a big concern for many disciplines from psychology to ethology to
neuroscience. Recently, two lines of research have offered some promising
insights into this complex issue. On the one hand, several studies have examined
how concepts are computed by the brain, with a focus on the hippocampus and its
role on navigation abilities (e.g. Courellis et al., 2024; Kazanina & Poeppel, 2023).
On the other hand, ongoing research has identified a domain-general ability for
processing recursive hierarchies, which manifests itself in language, music,
mathematics, and other human-typical abilities (Dehaene et al., 2022; Fitch, 2014).
This work aims to bridge these two disparate narratives of our cognitive
uniqueness. We propose that the hippocampal mechanism for navigating the
world could have served as the scaffolding for the evolution of our domain-
general ability for computing recursive structures. Instead of supporting the view
that humans independently evolved both a Broca’s area-related mechanism for
computing recursion and a hippocampal mechanism for computing a Language
of Thought, we suggest that we improved the hippocampal navigation system
(intra- and inter-hippocampal connections) and later applied to different domains,
in line with the domain-general nature of most if not all representational and
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computational brain devices, in line with Poeppel and Embick (2005) and many
others.

For achieving this goal, we first review navigation abilities and recursion-like
behaviors in other species, both invertebrates (ants, bees) and vertebrates (birds)
including mammals (rodents) and primates (including humans). We focus on the
navigation toolbox (Wiener et al., 2011; Jeffery et al., 2024) and Chomsky
hierarchy (Heinz, 2016), respectively. We found that the more sophisticated
navigation abilities one species has, the more complex the recursive-like
behaviors it also exhibits. This supports the view that our advanced navigation
abilities could have improved our recursive abilities, as found, most notably, in
language).

To provide additional support to this view, we review selected neurobiological
studies on navigation and recursive-like behaviors in animals including humans.
We found enough evidence of a functional connection between, specifically, the
hippocampus and brain areas known to be involved in (domain-general)
recursion(-like) abilities.

Next, we provide further support to our view by reviewing evidence of i) the
parallel improvement of navigation abilities and recursion abilities during child
growth, and ii) the comorbidity of navigation impairment and recursion
impairment in human prevalent cognitive disorders, such as Alzheimer’s Disease
(Coughlan et al., 2019; Ekstrom & Hill, 2023), particularly, in cases of
hippocampal lesions.

Finally, we hypothesize that Human Self-Domestication (HSD), that is, our
evolutionary trend towards more prosocial behaviors (this also impacting on our
body and cognition), might have played a crucial role in this process by 1) refining
our hippocampal activity and ii) enhancing the connections between the
hippocampus and other brain areas. Behavioral, neurobiological and genetic
evidence support this view (see Benitez-Burraco, 2021 for details). To some
extent, this process can be construed as extending our sophisticated navigation
abilities from foraging to navigating a more complex social world.

In conclusion, our cognitive (non-)uniqueness has certainly bewildered cognitive
scientists for decades. Our hypothesis provides a potential answer to the origins
of one of our distinctive features, namely recursive processing, which might have
evolved from navigation abilities with precursors in other species.
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During speech segmentation, humans rely more on the lexically loaded consonants than on
the acoustically salient vowels. To investigate whether this consonant bias is human-
unique, we compared consonant- vs. vowel-based speech segmentation in humans and
family dogs, living in the speech-rich human environment. Neural evidence demonstrates
that in dogs, like in humans, consonant-based segmentation is more efficient. Being
exposed to speech may thus be sufficient for linguistic biases on statistical computations
to emerge, even in an evolutionarily distant mammal.

Across languages, consonants carry more lexical information than vowels
(McCarthy, 1979; Nespor et al., 2003). This may explain why in humans
statistical computations underlying automatic word extraction from continuous
speech streams (Saffran et al., 1996) rely more heavily on consonant than vowel
patterns (Bonatti et al., 2005; Mehler et al., 2006; Toro et al., 2008a). But it is yet
unknown whether consonant bias reflects a prelinguistic sound processing
preference in humans. Such preference might have promoted the greater lexical
informativity of future consonants. Alternatively, consonant bias could emerge
experientially in language-exposed non-humans as well and may therefore be the
consequence, rather than the cause, of the greater lexical load of consonants. To
test this, we directly compared the EEG responses of humans (N=18) and dogs
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(N=24) to continuous 7-min speech streams consisting of trisyllabic nonsense
words defined by either consonant or vowel patterns (consonant-structured
condition: e.g. muzita, mozite, moziita; vowel-structured condition: e.g. kemuba,
fezuba, kezuda). Neural entrainment to the word-level frequency (1.33 Hz),
reflecting speech segmentation efficiency, was assessed by inter-trial coherence
(ITC), a measure of phase consistency across trials at different frequencies
(Batterink et al., 2017). We found stronger word-level (1.33Hz) neural
entrainment for consonant- than vowel-structured speech streams not only in
humans but also in dogs (Fig. 1.)
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Fig 1. Electrode placements (A, C) and results. (A) Median ITC values for the human subjects in
the frequency spectrum between 0 and 5 Hz. The presented frequency spectrum includes word
frequency (1.33 Hz), its first harmonic (2.66 Hz), and syllable frequency (4 Hz). (B) ITC values at
1.33 Hz, for each condition in humans. (C) Median ITC values for the dog subjects. (D) ITC values at
1.33 Hz, for each condition in dogs.

These results provided the first neural evidence that consonant bias during speech
segmentation is not unique to humans but is also present in dogs. Our findings
suggest that exposure to speech may thus be sufficient for linguistic biases to
emerge, even in evolutionarily distant, non-speaking species. Furthermore, this
raises the possibility that in the early human brain certain speech processing
mechanisms may have developed as a consequence of rapid evolutionary
adaptation to the emerging, socially relevant stimulus, i.e., speech.
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We are prediction engines, and have been for longer than we have had language. Understanding
language is a Bayesian inference task needing us to predict language production behaviour. To
be efficient communicators, in terms of effort expended, producers must predict how under-
standers will interpret their productions. Linguistic prominence behaviour arises naturally as
language producers use minimum effort to guide understanders. The prerequisites for promi-
nence phenomena may have been already present in protolanguage.

1. Prediction and Prominence

Human beings are prediction engines, in fact, this may be a property of all living
beings (Friston, 2010, 2012; Friston et al., 2023). Pickering and Garrod (2013)
offer an account of how language understanders use their production capability
to enhance their predictive capability during perception. In this paper, I describe
model of communicative understanding and production relying on audience de-
sign and efficiency, enabled by prediction and social cognition. To the extent that
these prerequisites are substantially present in great apes, the consequential fea-
tures of communication likely arose early in protolanguage.

1.1. Bayesian Interpretation

The simplest model of communicative interpretation, relates the the prior expec-
tation Pyy(m) by the understander U of the communicator referring to something
m, to the likelihood P(f|m) that they express it using a form f, given the prior
likelihood P(f) that f is used at all. Bayes theorem brings these into an expres-
sion for the likelihood P(m|f) that the language producer intended meaning m

(1.

Plnlf) = T pom) n

The expectation Py (m) of a referent m being referred to next can be equated
with its discourse prominence von Heusinger and Schumacher (2019).
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The remaining term on the right-hand side of (1), PIQ{‘;;) , balances surprisal

1/P(f) of the form f with the aptness P(f|m) of it expressing m. This combined
term is called the form prominence of f. Note that the form prominence cannot
be determined apart from its aptness for expressing a meaning.

1.2. Audience Design

Producers communicate better if they model the recipient’s interpretation process.
Avoiding uncertainty in interpretation, they may maintain a threshold ¢ level of
interpretative confidence P(m|f) in their intended meaning m. To do this, they
need to model the understander’s expectations Py (m) about what meanings are
coming up next, i.e. their listeners discourse prominence levels. Then they should
choose a form with the right level of specificity to ensure understander confidence
at or above the threshold (2) for the correct meaning.

P(flm)
— o Pu(m 2
p(p) o™
At the same time, Friston’s notion of uncertainty minimisation suggests that
language producers will reduce their uncertainty in their own choices, i.e. choos-
ing the most likely form which satisfies the threshold. This will be an expression

which minimises the form prominence.

)

IN

1.3. Implications

Form prominence minimisation by producers means that as far as the options
available in the language allow, the inequality in (2) will approach equality. Thus
form prominence will trade off against discourse prominence: unexpected mean-
ings will be expressed with less common, more precise forms. This behaviour is
found at many levels of linguistic structure, e.g. syntax (Jaeger & Levy, 2006),
lexical choice (Mahowald, Fedorenko, Piantadosi, & Gibson, 2013), phonetics
(Aylett & Turk, 2004). As an example, pronouns become key tools in commu-
nicative efficiency. Referents with high discourse prominence is efficient with a
high-frequency, ambiguous form (i.e. one with low form prominence).

2. Prominence in Protolanguage

The above model of communication requires only that the communication pro-
ducers and interpreters are both predictive agents, able to model each others’ be-
haviour. Given that great apes have substantial social cognition, including the
ability to understand that other’s access to information is different to their own
(Tomasello, 2023), it is reasonable to expect that as our ancestors moved into the
proto-language stage, the implications of prominence also applied. Consequently,
many prominence-phenomena, such as pronominalisation, may have arisen early
in the proto-language stage.
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Reconstructing proto-forms of lexical items using computational models is a notoriously diffi-
cult task. Although attempts have been made to reconstruct proto-forms from a set of descen-
dants using Neural Networks, these models do not account for phylogenetic information of the
language family in question. The paper at hand tests Recurrent and Transformer Neural Net-
work architectures that can take the linguistic family trees into account. The results show that
incorporating the family tree can give a minor boost.

The computational reconstruction of proto-forms of lexical items has been at-
tempted in recent years with various different methods and model types. Chief
among those, there has been a rise in Neural Network approaches (Hartmann,
2021), (Fourrier, 2022), (Lu, Xie, & Mortensen, 2024), (Fourrier & Sagot, 2020).
This task is notoriously difficult since it combines a small-data problem with
under-labeled data, with very little data for training and testing. Most studies
focus on reconstructing an ancestral form from a set of descendant items without
adding information about the family tree. However, information on the relatedness
of the languages the lexical items were drawn from, could enable the Neural Net-
work to detect language-specific sound changes and account for those. The paper
at hand tests a Neural Network model that can take into account the tree structure
of a reconstruction problem to gauge whether such an architecture is feasible.

Specifically, a model was created that can take as input phonetically tran-
scribed descendant words split into individual segments, a language family tree
in the Newick format, and branch lengths for the associated tree. The model was
first trained on a simulated dataset obtained through the following process. The
Indo-European lexical cognate data (IELex) (Dunn & Tresoldi, 2022) database
was taken as a basis for a cognate-annotated lexical dataset. To be able to accu-
rately check the accuracy of the model predictions, sound changes were simulated
in a language family over time to have full control over the linguistic patterns
in the dataset. For this, we can create a random family tree with varying branch
lengths and six terminal nodes using the R package ape (Paradis & Schliep, 2019).
Simultaneously, the Python library lingpy (List & Forkel, 2021) was used to align
the words in the dataset by segments for each individual cognate. Merging those
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by bigrams to capture the immediate phonological environment of each sound
provided a list of existing sound variations and their immediate environment in
the languages in the dataset. To simulate the sound changes in a tree, the original
lexical dataset was taken and assigned as the ‘ancestor lexicon’ to the root of the
tree. For each edge in the tree, a number of bigram pairs from the bigram varia-
tion list were randomly selected, proportional to the edge length, with a maximum
of 20 changes per tree, and applied to the lexicon. This was done iteratively for
every branch until an ancestor lexicon and six descendant lexicons, which have
gone through a series of consecutive regular sound changes, remained. Lastly,
those cognates where less than 80 percent of descendants have changed to avoid
having a large number of unchanged words in the dataset were filtered out. This
was repeated 100 times, which gives 100 simulated trees, each with approximately
2,500 cognate sets. This procedure has the advantage that the final dataset con-
sists of a known ancestor lexicon and a known tree structure, so the model results
can be directly compared to the exact response (however, see discussion on the
drawbacks below).

The models themselves are custom-built graph-based LSTMs and Graph-
Transformer NNs. Both take the descendant words, the tree structure as an ad-
jacency matrix, and a branch lengths matrix as inputs. Both networks first embed
the characters in each word before The Graph-LSTM model does this by having
the individual LSTM cells move over each cognate individually, sharing informa-
tion from the cell and hidden states with LSTM cells of words at adjacent nodes in
the tree. The Graph-Transformer, on the other hand, derives a soft attention mask
from the adjacency matrices and thus attends more to segments in words that are
connected nodes in the tree. Both networks receive as input the descendant words
and predict both words at the descendant and ancestor nodes. Having the net-
work predict all words at all nodes, even those it has received as input, improves
training, while accuracy is only calculated on the unseen ancestor nodes.

Both models reconstruct on average 94% of all segments in the ancestor words
correctly, on a validation set with 10 unseen trees (10% of trees in the dataset,
random baseline: < 1%). When running the models on the data without the
tree-attention / tree-memory architecture, accuracy drops to 76% for the trans-
former model and to 42% for the LSTM model. This shows that incorporating
phylogenetic graph structures into the attention mechanism of a transformer or
the memory of parallel LSTM cells enables the models to learn structured rela-
tionships between cognates and to apply family-independent reconstructions to
unseen trees.
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Hockett’s design features of language have been highly influential in language evolution
research and comparative work on animal communication. However, a modern
understanding of language necessitates a critical rethinking of this framework. Here we
focus on three important domains that have wide-ranging implications for Hockett’s
design features - (i) multimodality and semiotic diversity; (ii) the functions of language,
and (iii) language as an adaptive system - and show how these can better reflect the
current research landscape and facilitate cross-species comparisons.

Language is seen as one of, if not the, most defining traits of our species. But
what is language, and what makes it so unique? In 1960, Charles Hockett
published “The origin of speech”, enumerating 13 design features that are
allegedly shared across human languages, and when taken together, distinguish
language from other communication systems (Hockett, 1960). This foundational
work marked a renewed evolutionary approach to the study of language, and has
been highly influential. Hockett’s publications on the topic (e.g. Hockett 1960;
1963) have been cited thousands of times, and his design features remain a
mainstay of class syllabi, and are referenced in many linguistics and cognitive
science textbooks (cf. Wacewicz et al. 2022) as well as popular press
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publications (e.g. Johansson 2021). Moreover, for generations of scientists,
Hockett’s design features have been the default go-to model for evaluating and
comparing non-human animal communication systems with human language.
However, in the roughly 65 years since they were first proposed, these features
have been criticized (e.g. Oller 2004), and even called a “non-starter”
(Wacewicz & Zywiczynski 2015). Extending on these important critiques, here
we argue that Hockett’s design features need to be thoroughly revised and
updated to bring them in line with advances in linguistics, cognitive science, and
animal communication and cognition to facilitate productive inquiry into
language evolution. Specifically, we focus on three broad domains that
characterize our modern understanding of language, and that each highlight the
need for a fundamental re-evaluation and reconceptualization of Hockett’s
design features: (i) multimodality and semiotic diversity; (ii) the functions of
language, and (iii) language as an adaptive system. For example, while one of
Hockett’s design features is the vocal-auditory channel, modern research has
shown that language is fundamentally multimodal (e.g. Cohn & Schilperoord,
2024; Ozyiirek, 2021). Language exhibits modal flexibility and can be realised
in different modalities (e.g., sign language; Stokoe, 2005). Even speech is tightly
integrated with semiotic channels such as co-speech gesture, gaze, and facial
expressions (Levinson & Holler 2014). Similarly, many animal species
communicate using multimodal signals (Zhang & Pleyer, 2024), highlighting the
prevalence of multimodality across communication systems. Another example is
Hockett’s feature of specialization, arguing that the function of language is the
transfer of semantic information using a discrete “code”. However, modern
research shows that language serves multiple functions, such as social signaling
(Smaldino & Turner 2022) and cognitive augmentation (Lupyan 2012), and its
meaning-making relies heavily on pragmatics, ostension, and inference (Heintz
& Scott-Phillips 2023). In fact, ostension is central for characterising human
language as it enables interlocutors to use any behaviour and turn it into a
communicative act. We therefore stress the importance of ostensive-inferential
communication for revising the design features of language. In addition, while
Hockett conceived language as characterised by a set of static features, modern
research views language as a fundamentally dynamic and adaptive system
(Beckner et al. 2009), which is continuously changing. In this sense, the design
feature of cultural transmission is a unique process that in itself drives the
creation of other design features such as arbitrariness, semanticity and duality of
patterning via interaction and transmission, as shown in experimental research
on the cultural evolution of language (Motamedi et al. 2019; Kirby et al. 2015;
Raviv et al. 2019). We offer a comprehensive re-evaluation of Hockett’s design
features in light of these three overarching principles and show that this new
framework not only better reflects the current research landscape, but also serves
as an improved roadmap for future comparative work in animal communication
and cognition.
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Approximately sixty years ago, a sign language began to emerge within a single household
in a small Iranian village, following a man’s sudden, unexpected, and complete loss of
hearing. Developed by hearing family members, this sign language exhibits grammatical
features that differ from the surrounding spoken Arabic yet resemble those found in
established sign languages. This sign language constitutes a new category of language
emergence—one that neither fits within the current sign language typology nor has been
previously reported.

Abstract

In this study, we present a first-hand historical account dating back approximately
six decades ago, detailing a remarkable event that led to the emergence of a new
sign language (SL): Sadat Tawaher Sign Language (STSL). Specifically, we
pursue a two-fold objective regarding STSL: (i) to examine its syntactic
divergences from the surrounding spoken language, and (ii) to determine its
placement within the broader typology of sign languages. STSL (in Arabic,
Lughat Isharat Sadat al-Tawaher, LIST) emerged naturally around sixty years
within a single household in the small village of Sadat Tawaher (Fig. 1), located
in southwestern Iran, following the sudden and complete loss of hearing of a 20-
year-old man named Hanash (Fig. 2). At the time, Hanash had no reading literacy,
and there was no access to deaf education, leaving ‘gesture’ as the sole means of
communication between him and his family and friends. What distinguishes this
case is the subsequent development: in the absence of deaf education, prior
knowledge of, or exposure to any SL, the deaf individual’s family—all hearing
native speakers of Khuzestani Arabic (KhA)—ingeniously developed an
elaborate gestural system to communicate with Hanash. Over the past six decades,
STSL has gradually evolved into a fully developed language, effectively serving
a wide range of social and personal communication needs. Furthermore, although
it is well-established that the surrounding spoken language typically influences
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the development of a nearby SL (Meir, Sandler, Padden, & Aronoff, 2010), STSL
is not Manually Coded KhA, but rather a typologically distinct language. Data
were collected from 14 native signers (4 females and 10 males), ranging in age
from 7 to 56, using a variety of elicitation techniques—including isolated signed
sentence production, free storytelling, picture and video description tasks, and
grammaticality judgment tests. The findings reveal that, whereas negative
markers and wh-words appear in preverbal and clause-initial positions
respectively in KhA (1a, 2a), they predominantly occur in sentence-final position
in STSL (1b, 2b). Regarding the signing community, STSL has been acquired
across three generations, encompassing family members, including the deaf
individual’s siblings, children, and grandchildren, as well as non-family members
such as close friends and neighbors (Figures 2, 3, & 4). The signers range in age
from 7 to 65 years old. Most family members acquired STSL alongside
Khuzestani Arabic (KhA) as their mother tongues, thereby qualifying as bimodal
bilinguals, i.e., competent in both a spoken and a signed language. STSL signers
not only produce signs concurrently with speech but also regularly employ two
distinct word orders simultaneously with minimal effort (1-2). Furthermore,
STSL demonstrates not only syntactic differences from KhA but also notable
similarities to other fully developed sign languages, such as the use of sentence-
final negation and wh-signs (Zeshan, 2006). Nevertheless, it does not fit within
the current sign language typology (e.g., de Vos & Pfau, 2015; Padden, 2011;
Pfau, 2012; Zeshan, 2008) as it was uniquely developed by hearing individuals to
facilitate communication with a late-deafened adult. Moreover, the deaf person
did not sign himself as he retained full speaking abilities and therefore did not
play a direct role in the creation of STSL. Notably, Hanash was the only deaf
person in the village of Sadat Tawaher. As such, STSL does not precisely fit the
definition of a homesign, deaf community / shared / emerging / village / or
alternate / secondary SL (e.g., Goldin-Meadow, 2012; Meir et al., 2010; Pfau,
2012); rather, it represents a unique communication system that appears to
constitute its own, previously undocumented category—one that has not yet been
addressed in the existing literature and warrants further scholarly investigation.
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Examples:
1) a. KhA: ol-wadom ma-hosdeet Jalob
the-people neg-harvest.perf rice (S-Neg-VO)
b. STSL: PEOPLE HARVEST RICE NOT (SVO-Neg)
‘The people didn’t harvest the rice.’
2) a. KhA: ol-weled wiyzen hatt al-qaeleem
the-boy ~ where put.3sm.perf the-pen (S-Wh-VO)
b. STSL: BOY PEN PUT WHERE (SOV-Wh)
‘Where did the boy put the pen?’
Figures:

ke

F/) > ‘ 4.

Fig. 1. Sadat Tawaher Fig. 2. Second generation signers

Fig. 3. Hanash & some signers (right to left) Fig. 4. Third generation signers
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In this contribution we attempt to identify recursive patterns in stone toolmaking
behaviours, reconstructed from archaeological and experimental evidence. We wish to
clarify the extent to which elements from the archaeological record meet linguistic
conceptualizations of recursion. With case studies from throughout the Stone Age, we find
evidence that the sequences of gestures, tasks, and goals involved in some stone tool
technologies are hierarchical and fractal, but not necessarily recursive sensu stricto. We
explore some possible candidates of elements of stone toolmaking that might more closely
fit linguistic recursion. Translating linguistic recursion to the technological domain
remains a key challenge for archaeologists seeking traces of the evolutionary history of
language through material remains.

1. Abstract

Stone toolmaking, observed archaeologically from at least 3.3 million years ago,
involves fashioning implements out of stone with different sequences of gestures,
tasks, and goals. Many of these sequences are hierarchically complex (Mahaney
2014; Moore 2011; Muller et al. 2017; Shipton et al. 2013; Stout 2011), and
potentially recursive too. Here, we draw on experimental and archaeological
evidence to explore complexities of stone toolmaking behaviours, with an eye
towards using the archaeological record to test the gestural origins of language
hypothesis (Arbib 2012; Arbib et al. 2008; Corballis 2003; Hewes 1973;
Meguerditchian 2022; Pulvermiiller 2014; Rizzolatti & Arbib 1998). There is
abundant proxy archaeological evidence, especially via symbolic material culture,
for the possibility of a deep antiquity of language (Barham & Everett 2021,
Bender et al. 2024; d’Errico et al. 2003; d’Errico & Vanhaeren 2009;
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Henshilwood et al. 2001; Henshilwood & Dubreuil 2011), potentially supported
by theories of grammaticalisation (Heine & Kuteva 2007). Recursive reasoning,
sensu lato, has even been linked to toolmaking in the archaeological record
(Haidle 2010; Hoffecker 2007; Lombard & Haidle 2012; Pelegrin 2009; Shipton
et al. 2013; Shipton 2024; Stout 2011; Stout & Chaminade 2009; Wadley 2010).
Yet, some of these behaviours might better be described as repetitive, nested, and
fractal, but not necessarily recursive sensu stricto. Even for very complex stone
tool technologies, it can be difficult to contradict the null hypothesis that they
could have been parsed iteratively with a complex, but not recursive, chain of
steps.

In an attempt to trace the chronology of recursive reasoning we draw on both
experimental and archaeological evidence. We reconstruct the minutia of the
actions recorded from videotaped stone toolmaking experiments, in which expert
stone toolmakers manufactured Early Stone Age bifaces and Middle Stone Age
cores with controlled raw materials and hammerstones (following methods
outlined in Muller et al. 2017). The resultant flakes were collected in sequence
and analysed, and the footage was used to time the duration of gestures and tasks.
These data are used to reconstruct the size of flakes produced throughout the
sequence, as well as the time spent focussed on different goals and sub-goals,
helping to quantify the complexity and structure of the toolmaking sequences. We
seek to ground truth these experimental observations with analyses of 3D scans
of bifaces and cores from African Stone Age sites. These scans are used to
precisely measure the size of flake scars preserved on the surface of these
archaeological stone artefacts. Doing so quantifies the patterning in the size and
location of scars, providing insight into the stages, goals, and sub-goals involved
in these toolmaking sequences. We explore instances of biface and core
manufacture where skewed scar proportions reveal similar sets of actions enacted
on smaller and smaller scales.

We first quantify the ways in which some of these sequences are repetitive and
fractal, but not necessarily recursive sensu stricto. Next, we ask whether the
gestures and goals of some of these stone toolmaking sequences are recursive in
a linguistic sense? In particular, we highlight specific sub-sequences of some
technologies where stone toolmakers make counter-intuitive detours to solve
unexpected problems as they arrive, before returning to the overarching goal.
Others have shown that imparting the significance of these actions to observers
requires careful gestures (Lycett & Eren, 2019; Shipton, 2024), possibly even
pantomime (see Abramova 2018; Arbib 2002). Using the filmed experimental
sequences, we explore how these diversions create similar nested sequences on a
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smaller scale, highlighting processes like platform preparation, where intricate
steps of the toolmaking process are scaled-down several times to achieve
successive sub-goals.

With these case studies from Early Stone Age handaxes and Middle Stone Age
Levallois cores, we chart the evolution in the complexity of these stone
toolmaking sequences throughout the Homo lineage. We explore the challenges
in translating recursion to the behavioural and technological domain and the
extent to which these sequences of toolmaking gestures can be thought of as
recursive, if at all.
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The study focuses on the role of temporal gestures in children’s understanding of the order

of events in an oral story. A series of experiments with two groups of Russian monolingual

children, aged 49 to 73 months, shows that while interpreting the order of events, children

rely on temporal conjunctions, iconicity and naturalness. Another significant factor is the

distinction between a human and a robot: a human provokes much higher accuracy rates

than a robot companion. Temporal gestures played no significant role in children’s

understanding of the order of events.
The focus of our study is the metaphoric representation of time as space, the
development of this cognitive category in children and the assistive role of
gestures in its understanding. Time is an abstract concept, metaphorically
interpreted as space due to its intangibility (Lakoff, Johnson, 2003). In
communication this metaphor can be expressed via temporal gestures that
represent time concepts as having spatial extension. In our study, we focus on the
evolution of language time/space metaphor in phylogenesis and its acquisition via
verbal and nonverbal means in ontogenesis. Our goal is to check whether temporal
gestures improve the understanding of the sequence of events in text by Russian
native children. Bottini and Casasanto (2013) state that children are able to
metaphorically relate time and space by the age of 4, but the formation of this
ability continues until the age of 15 (Burns et al., 2019). The role of non-verbal
behavior in speech development is, generally, not entirely clear: researchers talk
about both the help of gestures in speech acquisition (Hostetter, 2011) and the
interference with the use of gestures during speech development (McNeil, Alibali,
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Evans, 2000), or even propose a model of parallel development of verbal and non-
verbal communication means (Lewis et al., 2000). By the age of 5, children
successfully recognize the order of events in speech distinguishing before and
after relations. At the same time, the violation of naturalness (where the events
have some regular order or cause-and-effect relations) and iconicity (where the
order of clauses corresponds to the order of real-life events) is the factor that may
prevent preschoolers from interpreting the event order correctly (Wagner, Halt,
2023). Basing on the previous studies (Macoun, Sweller 2016; Abner,
Cooperrider, Goldin-Meadow 2015) we hypothesize: while non-iconic and non-
natural (arbitrary) sentences are difficult for preschoolers, temporal gestures of a
tutor compensate for the text complexity and help children correctly recognize the
order of events.

To test this hypothesis, we used the emotional robot F-2 (Malkina, Kotov,
Zinina 2022) in a series of two experiments. In an experiment the robot can
“isolate” the tested communicative cues from other expressive means — thus
providing a reliable experimental setup. In the first experiment, we tested the
prospects of using temporal gestures by the robot, as an assistive means for
preschoolers. The experiment was executed within the program of development
of communicative cues for the F-2 companion robot. In the experiment, the robot
told children two stories and accompanied them with three types of gestures:
(a) left-directed gestures for the preceding action and right-directed gestures for
the subsequent action (see Fig. 1); (b) the same groups of gestures but swapped
on the horizontal axis, and (¢) neutral symmetric gestures, with no pointing to the
left or right (control group). Within (a) we assumed that the listener adopts the
speaker’s metaphor “past is on the left and future — on the right” (Kotov et al.,
2024), while in (b) we represented the same metaphor from the point of the
participant — so, both spatial representations of time on the transverse axis were
tested.

Each story consisted of 4 sentences with two types of constructions: X
before Y (B) and Y after X (A). In addition, the stimuli could be either iconic (I)
or non-iconic (N) and either natural (N) or arbitrary (A). For example, The boy
put on his socks before he put on his shoes is natural (regular order is naturally
determined for the events: people put on socks before shoes) and iconic (the order
of events in text corresponds to their order in reality; it corresponds to BNI in Fig.
3)._Arbitrary non-iconic: Before the girl jumped, she clapped her hands (the
actions can be performed in any order; the sequence of events is reversed; it
corresponds to BAN in Fig. 3). Children were randomly divided in 3 groups; each
was presented with stories accompanied by only one of 3 mentioned types of
gestures. After each stimulus a child had to name the first of two events. 71
Russian monolingual right-handed children (31 male, mean age 58 months) took
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part in the experiment. Each child was interviewed in person. Correct answers
were assigned 2 points, incorrect answers — 1 point, and no answer was assigned
0 points. We used ANOVA and T-test for statistical processing of the data. The
experiment confirmed that children better understand before than after sequences
(Paired Samples T-Test, p<0.001), but the overall results showed a rather low
number of correct answers regardless of the condition. The usage of temporal
gestures by the robot did not have any significant effect on the number of correct
answers.

To test the possible influence of the robot on the acquired results, we
compared it with a human tutor in the second experiment. The same stimuli were
performed by a tutor and presented as mini-videos (see Fig. 2). 59 Russian
monolingual right-handed children (29 male, mean age 61 months) took part in
the second experiment. The procedure remained the same. Much higher accuracy
rates in the second experiment proved the influence of the type of illocutor on the
understanding of event order (ANOVA, F (8, 126) = 10.592, p = 0.001, see Fig.
3). However, no role of gestures was found either.

Fig. 1. Robot F-2, right-pointing gesture Fig. 2. Human tutor, a screenshot from a mini-
video stimulus
Wilks lambda= 59790, F(8, 126)=10,592, p=,00000
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Fig. 3. Accuracy rates in both experiments in all three conditions

We suggest that for children of preschool age the simultaneous processing
of temporal conjunctions, possible non-iconic and arbitrary sequences of events
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in speech is a complicated cognitive task, thus children tend to block out other
communicative input channels, such as non-verbal, relying solely on verbal
messages. Choosing a robot as an illocutor only complicates the task.
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In speech, sequences of speech sounds (or phonemes) are combined into words and sentences.
In recent literature, great apes have been shown to possess several vocal capacities previously
believed to elude them, including voluntary control of the articulators, and a capacity to pro-
duce several speech-like sounds. We identify a core constraint on syllabic speech, downstream
of sequence representation capacity, the ability to remember and maintain representations of
arbitrary sequences of auditory stimuli.

1. What could primates say?

As early as the 1970s, Lieberman, Crelin, and Klatt (1972, p. 298) argued that
the lack of speech in primates “may reflect the absence of required neural mech-
anisms.” It has been known for decades that primates possess the potential for a
range of vowel sounds (Lieberman et al., 1972; Fitch, de Boer, Mathur, & Ghazan-
far, 2016). Great apes also evidently possess a stark degree of freedom in move-
ments of articulators, facilitating the production of — for example — labial stops
(Ekstrom, Gannon, Edlund, Moran, & Lameira, 2024), clicks (Ekstrom, 2023)
and trills (Lameira, 2017). Apes also possess control over the voice (Lameira &
Shumaker, 2019), necessary to produce voiced utterances. Yet great ape vocal
repertoires are typically highly limited, bearing little resemblance to speech. A
comparison with syllabic speech illustrates a stark difference. Phonemic forms
available through four labial consonant sounds (all of which have been reported
in apes), with a single unstressed vowel sound, can be expressed as the total num-
ber of combinations > 8", where n is the number of permissible syllables. This
results in a minimal number of 24 (4 CV combinations, 4 VC combinations, and
4 - 4 CVC combinations) total possible syllables. Thus, even incremental phone-
mic combinatoriality would allow for a dramatic increase in the range of available
signals. Yet, there is little to no evidence supporting such combinatoriality in the
vocal domain (Girard-Buttoz et al., 2022) in the wild; only exceptionally and in
captivity (Fischer & Hammerschmidt, 2020; Ekstrom et al., 2024).

142



2. What limits primate speech?

Several ostensible neural limitations have been suggested to answer why apes can-
not speak like humans. For example, Brown, Yuan, and Belyk (2021) speculated
that, unlike humans, apes did not possess a cortical somatotopic overlap between
regions representing the larynx and jaw, precluding “babble”-like utterances — a
potential “precursor” to speech in human development. Recent evidence of chim-
panzees uttering voiced productions of the phonetic form “mama” (Ekstrom et al.,
2024), shows that either such an overlap exists in apes, or it is not necessary for
production of speech-like signals. We argue that instead of inferring the lack
of capacities from human experimental data, we may seek to posit specific con-
straints on linguistic expression. Here, we posit one such constraint relating to the
combination of potentially “speech-like”” behavior.

3. Sequence representation as prerequisite for speech

Faithful sequence representation refers to the ability to instantly recognize and
remember the order of stimuli or events that are experienced from one’s surround-
ings. This ability has been suggested to be uniquely human and a fundamental
prerequisite for language, thinking, and cumulative culture on a large scale (Jon-
And, Jonsson, Lind, Ghirlanda, & Enquist, 2023). Reviews of animal memory
reveal that there is little convincing evidence of faithful sequence representation
capacities in non-human animals (Ghirlanda, Lind, & Enquist, 2017; Lind & Jon-
And, 2024). Nonhuman animals, from birds to mammals, struggle to distinguish
between short sequences of stimuli. For example, they may confuse a red-green
sequence with green-red or green-green sequences even after extensive training.
Notably, great apes do not perform any better than other animals (Lind, Vinken,
Jonsson, Ghirlanda, & Enquist, 2023). In contrast, humans can learn to distinguish
such sequences with minimal training, demonstrating a more robust and accurate
encoding of sequential information.

Speech sounds occur in rapid succession, and a language requires the ability
to process and recall sequences of sounds to understand and produce words ac-
curately. With a reduced memory for sequences, a speaker would struggle with
phonological awareness — essential for distinguishing between pairs, such as “tap”
and “pat,” where the order of sounds changes the meaning. The ability to accu-
rately store and retrieve sequences of speech sounds is fundamental to the com-
prehension and production of language. Without it, efficient processing and use
of language would be markedly impaired. Primates possess the control necessary
for executing several speech-like sounds, but may be limited from ritualized use
through constraints on sequence representation. If multiple arbitrary sequences of
sounds cannot be recognized and represented with precision, a system of speech
would likely be out of reach.

143



Acknowledgements

AE was funded through the Swiss National Science Foundation
(PCEFP1.186841).

References

Brown, S., Yuan, Y., & Belyk, M. (2021). Evolution of the speech-ready brain:
The voice/jaw connection in the human motor cortex. Journal of Compar-
ative Neurology, 529(5), 1018-1028.

Ekstrom, A. G. (2023). Viki’s first words: A comparative phonetics case study.
International Journal of Primatology, 44, 249-253.

Ekstrom, A. G., Gannon, C., Edlund, J., Moran, S., & Lameira, A. R. (2024).
Chimpanzee utterances refute purported missing links for novel vocaliza-
tions and syllabic speech. Scientific Reports, 14, 17135.

Fischer, J., & Hammerschmidt, K. (2020). Towards a new taxonomy of primate
vocal production learning. Philosophical Transactions of the Royal Society
B, 375(1789), 20190045.

Fitch, W. T., de Boer, B., Mathur, N., & Ghazanfar, A. A. (2016). Monkey vocal
tracts are speech-ready. Science Advances, 2(12), e1600723.

Ghirlanda, S., Lind, J., & Enquist, M. (2017). Memory for stimulus sequences:
a divide between humans and other animals? Royal Society Open Science,
4(6), 161011.

Girard-Buttoz, C., Bortolato, T., Laporte, M., Grampp, M., Zuberbiihler, K., Wit-
tig, R. M., & Crockford, C. (2022). Population-specific call order in chim-
panzee greeting vocal sequences. iScience, 25(9), 104851.

Jon-And, A., Jonsson, M., Lind, J., Ghirlanda, S., & Enquist, M. (2023). Se-
quence representation as an early step in the evolution of language. PLOS
Computational Biology, 19(12), e1011702.

Lameira, A. R. (2017). Bidding evidence for primate vocal learning and the cul-
tural substrates for speech evolution. Neuroscience Biobehavioral Reviews,
83, 429-439.

Lameira, A. R., & Shumaker, R. W. (2019). Orangutans show active voicing
through a membranophone. Scientific Reports, 9(1), 1-6.

Lieberman, P., Crelin, E. S., & Klatt, D. H. (1972). Phonetic ability and re-
lated anatomy of the newborn and adult human, neanderthal man, and the
chimpanzee. American Anthropologist, 74, 287-307.

Lind, J., & Jon-And, A. (2024). A sequence bottleneck for animal intelligence
and language? Trends in Cognitive Sciences.

Lind, J., Vinken, V., Jonsson, M., Ghirlanda, S., & Enquist, M. (2023). A test of
memory for stimulus sequences in great apes. Plos One, 18(9), €0290546.

144



Signaling and inferring cooperative urge via speech rhythm

Leona Polyanskaya®!, Arthur Samuel®?, and Mikhail Ordin*>

*Corresponding Author: mikhail.ordin@gmail.com
Faculty of Psychology, Universidade de Coimbra, Portugal
2Stony Brook University, New York, USA
3BCBL, Donostia, Spain
“Medical Faculty, Universidade de Coimbra, Portugal
SCoimbra Institute for Biomedical Imaging, Portugal

Patterns of speech rhythm in vocalization of animals and in human speech are correlated

with the degree of the cooperative urge of the interacting agents and their mutual goodwill.

However, there is little evidence whether the third-party observer is able to make pragmatic

inferences regarding the cooperative behavior of the interacting agents or their hostility.

We set up a series of studies to understand whether humans can map rhythmic patterns in

interlocutors’ speech onto pro-sociality and cooperative inclinations.
Patterns of speech rhythm in vocalization of animals (Rek & Osiejus, 2013) and
in human speech (Pickering & Garrod, 2004) are correlated with the degree of the
cooperative urge of the interacting agents and their mutual goodwill (Mehr et al.,
2021; Savage et al., 2021). However, there is little evidence whether the third-
party observer is able to make pragmatic inferences regarding the cooperative
behavior of the interacting agents or their hostility. We set up a series of studies
to understand whether humans can map rhythmic patterns in interlocutors’ speech
onto pro-sociality and cooperative inclinations.
For the analytical purposes, we consider rhythm at two levels: pulse (salient
acoustic events, which may recur at regular or irregular intervals) and meter
(hierarchical structuring of pulses into groups based on their relative salience). In
the first series of experiments, we explored whether regularity in rhythm at the
level of pulse (exp.1) and at the level of meter (exp.2) is perceived as a signal of
cooperation and social bonding between the interlocutors. Participants — native
Spanish speakers — had to listen to a pair of artificial language sentences and they
had to report whether the interacting agents are friendly and cooperating with each
other, or hostile to each other, and then indicate the confidence in their response
at a 4-point scale. In experiment 1, we manipulated vowel durations. Higher
variability in duration of vowels leads to lower syllabic isochrony, i.e., less
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rhythmic regularity (and predictability when the next syllable starts). In
experiment 2, we created 3-syllabic groups, in which either the first or the second
syllable was made more prominent by F0 increase and lengthening compared to
the other two vowels in the group. Some sentences consisted of rhythmic groups
with the same syllable (either the first or the second) that is more prominent than
the others, and such sentences were referred to as having regular meter. On other
sentences — referred to as sentences with meter irregularities — some syllabic
groups had the first, and the other syllabic groups had the second vowel more
prominent.

We found that regular pulse is indeed mapped onto the social bonding and
cooperative urge, however, regularity at the level of meter is not associated with
perceived pro-sociality and cooperation between interlocutors. We suggest that
pulse isochrony allows better interpersonal motor and vocal coordination via
motor coordination with the acoustic signal emitted by a different individual,
which strengthens social bonding and promotes pro-social behavior.
Additionally, we analyzed whether humans are aware of the pragmatic inferences
they are making based on patterns of speech rhythm. Analysis of awareness
indicators show that participants are more aware that isochrony at the level of
pulse signals cooperation and social bonding. Awareness of one’s abilities is
reflected in a feeling of confidence reported on each particular decision
(Maniscalco, B. & Lau, 2012). Higher awareness enables assigning higher
confidence ratings to correct responses than to incorrect responses, and
consequently assign more or less credit to different information sources (in this
case, particular rhythmic patterns), thus calibrating the behavior accordingly.
Being aware of one’s decisions regarding the mental state (i.e., social bonding
and cooperative inclinations within a group under observation) promotes
development of intentionality and theory of mind, which is beneficial for the
individuals’ fitness because the ability to understand the intentions of others
allows active manipulation of their behavior and dynamically adjust one’s
behavior through selective attention to the relevant properties of the
communicative signal during language evolution (Dunbar, 2004).

Isochrony in vocalizations may signal cooperative urge by facilitating social
entrainment, which is the entrainment of behavior, including verbal behavior, to
the signal emitted by a different conspecific individual (Phillips-Silver et al.,
2010). In social entrainment, mechanisms of rhythmic cognition and
synchronization of the motor output with the input signal are activated by the cues
from the social environment and allow coordination of movements and
vocalizations, including speech production, and even entrainment of neural
oscillations (Bowling et al., 2013; Stephens et al., 2010). This further promotes
social bonding (Haidt et al., 2008; Kirschner & Tomasello, 2009), and may signal,

146



to the third-party observer, that the communicating individuals are socially
affiliated. We tested this hypothesis in two further experiments, exploring
whether rhythmic entrainment is speech of interacting agents will be perceived as
a cue to the cooperative inclination of the the individuals. The results suggest that
rhythm convergence can be a marker of social cooperation at the level of pulse,
but not at the level of meter. The mapping of rhythmic convergence onto social
affiliation or opposition is important at the early stages of language acquisition.
The evolutionary origin of this faculty is possibly the need to transmit and
perceive coalition information in social groups of human ancestors. The mapping
of vocal rhythm convergence onto social affiliation is important for the
development of social cognition and for language acquisition in ontogenesis, and
probably was an important facilitating factor for speech emergence in
phylogenesis.
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This paper shows that people use longer words when apologizing (Study 1) and interpret
apologies with longer words as more apologetic (Study 2). This supports signaling
accounts that propose that apologizers should incur a cost (greater production effort) to
indicate their sincerity. This behavior illustrates a new type of iconicity: dynamic iconicity
— iconicity that is context-dependent rather than inherent to a word’s meaning. These
studies have implications for our understanding of the emergence, prevalence, and role of
iconicity in communication.

Iconicity in language refers to the non-arbitrary link between form and meaning.
Research typically focuses on specific word forms (e.g., /n/ in nose) and their
meanings (Blasi et al., 2016). This set of studies explores dynamic iconicity—
the selection of words from the general lexicon whose form conveys intended
meaning in context. Specifically, it tests whether people use harder-to-produce
words when apologizing to express greater apologeticness.

Apologies are “cheap”. Apologizers could emphasize the sincerity of their
apology by incurring a cost via use of longer or low frequency words, as these
are harder to produce. To test this, 50 apology tweets (25 from celebrities, 25
from regular users) were compared to control tweets by the same users. A mixed
effects model revealed that apology tweets consisted of significantly longer
words than control tweets (f=0.85, SE=0.17, t=-4.87; See Figure 1). Celebrity
status did not influence word length and did not interact with Content Type.
Further analyses revealed that the effect was not driven by differences in
valence. The effect also remained after removing explicit apology words,
indicating that it is not the case that apology words are longer (fixed iconicity)
but that individuals select longer words from their general lexicon to signal
effort when apologizing. In contrast with word length, apologies and control
tweets did not differ in word frequency.

Study 2 tested whether people interpret apologies with longer or less frequent
words as more apologetic. Fifty-one participants ranked the relative
apologeticness of apology triads consisting of versions using short high

148


mailto:shiri.lev-ari@rhul.ac.uk

frequency words (e.g., I did not mean to answer in a hostile way), short low
frequency words (e.g., I did not mean to reply in a combative style), and long
low frequency words (e.g., I did not mean to respond in a confrontational
manner). There wasn’t a version with long high frequency words as long high
frequency words were too rare to find. Apologies were matched in meaning
(M=0.94 cosine similarity with the Bert tokenizer in Scikit-learn; Pedregosa et
al., 2011), and t-tests confirmed that conditions matched/differed in frequency
and length as intended. An intercept-only mixed effects model showed that
apologies with long words were ranked as more apologetic than those with short
words matched for frequency (p=0.34, SE=0.13, t=2.59), while apologies with
short low frequency words were not perceived as more apologetic than those
with short high frequency words. That is, in line with Study 1, word length, but
not word frequency, influence how apologetic apologies are perceived.

The studies show that incurring a production cost by producing longer words
signals and is interpreted as greater apologeticness. In contrast, producing lower
frequency words does not have the same effect, potentially because lower
frequency words, unlike longer words, are harder to process, so burden the
addressee. These studies suggest that iconicity might exist in language not only
in the relationship between specific forms and their meaning but also in
individuals’ dynamic lexical choice. It thus opens a new direction to research on
iconicity and its role in communication.

Non-celebrity Celebrity

Median word length

apology control apology control
Tweet type

Figure 1. Median word length in tweets by Tweet Type and celebrity status. Each color indicates
a different individual. The diamonds indicate condition mean.
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Although statistical learning mechanisms are recycled for the purposes of language
acquisition and speech processing, they are also employed in non-language domains and
shared by non-linguistic species. That is why such mechanisms might be more efficient on
processing non-linguistic stimuli, for which they initially evolved. We provide an explicit
within-subject comparison of the utility of statistical learning in language versus
nonlanguage domains across the visual and auditory modalities, and discuss the adaptation
of statistical learning for language from evolutionary perspective.

1. Rational of the study

Statistical learning (SL) is a set of neurocognitive mechanisms underlying the
ability to extract regularities from the environment: recurrent patterns and
sequences, transitional probabilities (TPs), probabilities that one event predicts a
subsequent event (transitional probabilities — TPs — between the events or
recurrent patterns). The neurocognitive mechanisms underlying SL are engaged
when humans listen to natural speech, and performance on SL tasks is correlated
with linguistic abilities (Erickson& Thiessen, 2015). However, SL also operates
on nonlinguistic material (Gebhart et al., 2009) and has been observed in a range
of taxonomically different species that do not have a language faculty (Kikuchi et
al., 2018; Milne et al., 2018). We suggest that SL mechanisms are evolutionarily
ancient, making it highly unlikely that they evolved specifically to process
linguistic input, and hence they might be more effective for processing
environmental stimuli than linguistic stimuli. We tested this hypothesis in an
explicit within-subject comparison of the utility of statistical learning in language
versus nonlanguage domains across the visual and auditory modalities.

2. Experimental Design

We used a Saffran-style paradigm to explore SL in a 2*2 design (2 modalities —
visual and auditory — and 2 domains — linguistic and non-linguistic). For linguistic
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material, we created a continuous stream of 32 syllables, 24 were arranged into
recurrent triplets with TPs between syllable within triplet is 1.0, and the other 8
syllables used as fillers between triplets (following Gervain et al., 2008), to model
function words and to create a stream more language-like. The TPs between fillers
and triplet-initial or triplet-final syllable was 0.125. Additionally, intonational
contour was imposed to create prosodic frames for phrases and utterances
(utterance is made up of 2 phrases). Non-linguistic stimuli included
environmental sounds (footsteps, waterdrops, creaks, animal cries) following the
same statistical structure (ramping was used for hierarchical structuring instead
of intonation, which made the stimuli as rich in prosodic cues as linguistic stimuli,
although prosodic cues were not those typically employed in natural speech).
For the visual linguistic stimuli, we used syllables (set of syllables was different
from that used in the auditory modality), and for non-linguistic stimuli we created
fractals: units were concatenated following the same statistical structure as the
auditory stimuli, with punctuation marks (linguistic) or squares (non-linguistic)
used for hierarchical structuring in the same positions where boundary tones or
ramping occur in the auditory modality. Visually, the syllables or fractals were
presented one by one in the middle of the screen for the familiarization. Following
the familiarization, people had to do the test, when they listened/saw a triplet or a
foil composed of the same elements and had to report whether it was a “word”
from the alien language they were exposed to or not.

3. Results and Interpretations

The results clearly showed that SL in the visual modality was significantly better
(when measured as a d’) on non-linguistic than on linguistic domain, while in the
auditory modality statistical learning was better in linguistic than in non-linguistic
domain. These results were further replicated in three other groups (4 groups in
total: Basque bilinguals, Catalan bilinguals, Spanish monolinguals, and mixed
group), with two different sets of experimental materials. We suggest that the
speech faculty has been important for individual fitness for an extended period,
leading to the adaptation of statistical learning mechanisms for speech processing.
This is not the case in the visual modality, in which linguistic material presents a
less ecological type of sensory input. SL was shaped for processing nonlinguistic
environmental stimuli and only later, as the language faculty emerged, recycled
for speech processing. This led to further adaptive changes in the neurocognitive
mechanisms underlying speech processing, including SL. By contrast, as a recent
cultural innovation, written language has not yet led to adaptations.

Further inter-group analysis showed that auditory SL can be further modulated by
exposure to a bilingual environment, in which speakers need to process a wider
range of diverse speech cues. This effect was observed only in language domain.
We conclude that ontogenetic factors modulate the efficiency of already existing
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SL ability, honing it for specific types of input, by providing new targets for
selection via exposure to different cues in the sensory input.
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Vocal syntax is a complex form of communication in which behavioural information is
communicated around precise syllable sequences. The genetic and cultural bases of vocal
syntax in non-human animals have been poorly studied and it remains unclear whether
communication follows syntactical rules in most animals, including bats. We investigated
and found that syllable sequence in a group of pale spear-nosed bats follows predictable
syntactical rules, with these sequences being disrupted in deafened bats.

1. Introduction

To grasp the origins of human language in the absence of fossil evidence, we can
turn to studying the evolution of language-relevant traits like vocal
communication in non-human animals. Syntax, the production of multiple call
types or words organized in predictable combinations depending on various
behavioural or social contexts, is a key trait in human language that has also been
demonstrated in many animals (Zhang, et al., 2019). While it has been argued that
syntactical rules in animals are not equivalent to the complex and hierarchical
syntax in humans (Jaber, Omari, & Abudalbuh, 2021), the presence of predictable
call sequences and the use of calls in multiple combinations in animals could
inform how our unique communication systems first originated.

2.1. Call syntax in bats

Vocalizations in bats are essential for communication between individuals. With
the potential to encode internal states and facilitate complex social interactions —
acoustic communication is vital for bats who have rich social structures and are
most active in dark environments with little visual information (Kanwal et al.,
1994). Call syntax has been demonstrated in multiple species of bats in the context
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of agonistic interactions (Rhinolophus ferrumequinum; Zhang, et al., 2019;
Rousettus aegyptiacus; Amit & Yovel, 2023), singing (Tadarida brasiliensis;
Bohn, Smarsh, & Smotherman, 2013), and group interactions (Pferonotus
parnellii; Kanwal ef al. 1994). These species have been shown to produce call
sequences in varied contexts (Amit & Yovel, 2023; Bohn, Smarsh, &
Smotherman, 2013; Zhang, et al, 2019), sequence lengths, and syllable
combinations (Amit & Yovel, 2023; Bohn, Smarsh, & Smotherman, 2013;
Kanwal et al. 1994; Zhang, et al., 2019). However, it was also shown in Egyptian
fruit bats that while increased sequence length was more likely to result in an
accurate response from conspecifics (e.g. moving away when the conspecific is
too close to the caller), the syllable order within the call didn’t affect the accuracy
of the response (Amit & Yovel, 2023), suggesting that syntactical rules aren’t
necessary for information dissemination in this species.

2.1. Pale spear-nosed bats

Pale spear-nosed bats (Phyllostomus discolor) are highly gregarious bats which
have been shown to produce at least 13 distinct call classes in captive populations
with some calls produced in combination (Lattenkamp et al., 2019). These bats
have previously been demonstrated as excellent candidate models for studying
vocal learning (Lattenkamp, Vernes, & Wiegrebe, 2020; Vernes et al., 2022), with
this ability being described in only a handful of other mammals (Janik & Slater,
1997), and no others being as practical to house in large, long-term captive
colonies.

To investigate vocal learning in these bats, we examined if these call
combinations follow predictable syntactical rules as shown in other bat species.
Similar to other syntactical work done in bats (Kanwal et al., 1994), we used
recordings from captive Phyllostomus discolor in small groups to facilitate
naturalistic vocalizations. We compared groups of adult bats deafened at 9-11
days old and control hearing bats of similar age (Lattenkamp et al, 2021).
Vocalizations were classified by multiple independent observers and syllable
combinations were analysed using DeepSqueak (Coffey, Marx, & Neumaier,
2019). We found in hearing bats that several call types are repeated in
monosyllabic sequences while others were produced in combination.
Additionally, we found that syllable combinations changed with deafened bats
suggesting that the development of syllable sequence requires auditory input.

Using these data, we are exploring call sequence in a group context, where
individual call identity was not derived due to the proximity of the callers, and
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consequently syntax of an individual caller was difficult to determine. However,
we were still able to derive predictable syntactical rules over multiple call types,
implying that syllable combinations are important for vocal communication in the
context of either single or multiple callers. Additionally, the differences found
between deafened and hearing groups implies that auditory input is required to
produce the correct sequence of syllables, further supporting that P. discolor is a
vocal learning species. This work provides a foundation to further investigate call
sequence in different caller combinations, age and sex groups, behavioural
conditions, under genetic manipulation, and in the context of vocal development
and learning.
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Human language is uniquely compositional, sequential, and open-ended. Traditional theories
of language evolution focus on the communicative advantages of language, but struggle to ex-
plain why language has evolved only in humans and not in other species. This paper proposes
that sequence representation, the ability to recognize, store, and recall ordered sequences of
information, constitutes a crucial early step in the evolution of language. By integrating formal
evolutionary analyses and computational simulations, we demonstrate that while sequence rep-
resentation is highly costly in terms of memory and learning, it is a fundamental prerequisite
for the emergence of language and other cognitive abilities unique to humans.

1. Sequential Abilities in Animals and Humans

A defining feature of human language is compositionality, the ability to build
complex expressions from smaller units(Szab6, 2012). Humans are able to in-
sert unknown linguistic elements in known structures (Berko, 1958). This open-
endedness of linguistic compositionality would not be possible without faithful
sequence representation. Although certain animals exhibit rudimentary forms
of combinatorial communication(Suzuki, Wheatcroft, & Griesser, 2017; Zu-
berbiihler, 2002; Leroux et al., 2023), these lack the open-ended and productive
compositional structure seen in human languages(Townsend, Engesser, Stoll, Zu-
berbiihler, & Bickel, 2018). Studies suggest that non-human animals recognize
sequences approximately rather than faithfully, relying on mechanisms like trace
memory, which does not retain precise order information(Ghirlanda, Lind, & En-
quist, 2017; Enquist, Ghirlanda, & Lind, 2023; Lind, Vinken, Jonsson, Ghirlanda,
& Enquist, 2023). This limitation might explain why language, which requires an
accurate representation of sequential order, has not emerged in other species.
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2. The Costs and Evolutionary Constraints of Sequence
Representation

Mathematical modeling and simulations reveal that learning and retaining sequen-
tial information is highly costly due to the combinatorial explosion of possible
sequences that an organism must learn to recognize and respond to. Recognizing
and responding to single stimuli is significantly more efficient in most environ-
ments. Sequence representation is beneficial only when the environment contains
an abundance of sequentially structured information and when organisms have
prolonged learning opportunities, conditions that were likely met during human
prehistory. The sequence hypothesis postulates that these conditions need to reach
a critical limit in order for sequence representation to evolve, a limit so unlikely
to reach that it has only happened once. Once this threshold is passed, it allows
for language and other cumulative culture to emerge over generations, creating a
selective advantage for even longer learning times. This co-evolutionary scenario
is compatible with the unusually long childhood of humans.

3. Approximate vs. Accurate Sequence Representation

While a trace memory strategy is effective in most nature-like environments, it
fails in environments where sequence order carries critical meaning. We introduce
the concept of “Flexible Sequence Representation,” which implies the ability to
flexibly represent and respond to all subsequences within a sequence of a given
length. This allows for retaining sequential information efficiently while filter-
ing out irrelevant information. Learning simulations demonstrate that this rep-
resentation significantly reduces learning costs compared to more rigid sequence
storage methods, making it a plausible early evolutionary step towards language
(Jon-And, Jonsson, Lind, Ghirlanda, & Enquist, 2023). Such a flexible sequence
representation mechanism can generate parsimonious hierarchical representations
when processing linguistic input (Jon-And, Michaud, et al., 2020; Jon-And &
Michaud, 2024), and combined with generalization it enables the emergence of
rudimentary grammatical categories, necessary for productive compositionality
(Jon-And, Michaud, et al., 2024).

The findings suggest that the evolution of accurate sequence representation
provided a minimal foundation for uniquely human cognitive abilities, including
complex language, planning, and cumulative culture (Enquist et al., 2023; Lind &
Jon-And, 2024). This aligns with theories that give cultural evolution and learning
a central role in the emergence of these abilities (Heyes, 2018; Kirby, Cornish, &
Smith, 2008). This paper offers a novel perspective on the evolution of language,
arguing that the development of sequence representation was a critical first step.
By overcoming the inherent costs of sequence learning through an unusually long
childhood and flexible representation strategies, early humans may have unlocked
the cognitive capacities necessary for language and cultural transmission. These
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insights bridge the gap between animal cognition and human linguistic abilities,
providing a plausible trajectory for the evolution of language and higher-order
thinking.
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We suggest that linguistic recursion is an exaptation from nonlinguistic cognitive
faculties. Recursive center-embedded patterns appear frequently in ritual-based cultural
practices: music, narrative, visual arts. We present the results of a small Twitter-based
corpus study showing the predominance of emoji strings with center-embedded structure,
and an iterated-learning study showing attrition of center-embedded patterns in similar
sequences. These results suggest that center-embedding may emerge, but not necessarily
persist, in transmitted human culture, a pattern with possible parallels in diachronic
language change.

1. Introduction

The question of how linguistic recursion originated has long been contentious.
Hauser et al. (2002) raised the possibility that it was exapted from pre-existing
cognitive faculties, such as numeracy, navigation, or social cognition. Here we
discuss a possible origin in ritualistic behavior. Recursive center embedding—
defined as nested non-adjacent dependencies of matched elements, as in pairs of
brackets ( { [ ]}, { [ <>]} ) or palindromes (ABA, ABCBA, ABACABA),
appears in several domains of human activity and artistic practice linked to
ritual. Center embedding requires recursive rules in both linguistic and non-
linguistic sequences (Chomsky, 1957; Pullum & Rogers, 2006; Rohrmeier et al.,
2015) and figures prominently in experimental studies of recursive pattern
recognition/generation in both animals and LLMs (Ferrigno et al., 2020; Liao et
al., 2022; Hao et al., 2024). We present evidence that center-embedded strings of
icons appear naturally in social media usage, yet seem to disappear in natural
and experimental iterated transmission. These opposite tendencies suggest a
possible evolutionary scenario for the rise and fall of center embedding in the
evolution of linguistic recursion.

2. Recursive patterns outside language: Rituals and art

In a series of papers on Vedic ritual, Indologist Frits Staal (1979, 1980,
1984a&b, 1990) identified patterns of embedding strikingly parallel to linguistic
recursion: performances of one ritual can be embedded in another (Staal, 1979:
16) like the constituents of a sentence. A ritual may also be preceded or followed
by pairs of activities that correspond to each other in some way (Staal,
1980:133). Staal proposed that center-embedding in ritual was exapted into
language, giving rise to recursive structure. Comparable patterns occur in some
non-human primate and avian behaviors, a possibility suggested by Staal
(1984:410) and confirmed by quantitative evidence (Sainburg et al., 2019;
Lameira et al., 2024), suggesting that these abilities are not unique to humans.
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Recursive patterns appear in other domains of human culture, including
music (Hofstadter, 1979; Rohrmeier et al., 2015), narratives (Van Otterlo, 1944;
Welch, 1981; Forte & Smith, 2014), and dance choreography (see Kluender &
Davis, 2020 and Kluender et al., 2022 for further discussion). In western
classical music, for example, the sonata form follows a palindromic ABA pattern
(the development, elaboration, and recapitulation of a theme), and there are still
more elaborate structures such as ABACABA and the complex ternary form
ABA-CDC-ABA (DeVoto, 2017; Naylor, n.d.). Recursive forms also occur in
epic narratives. The nested frame story structure of Indian epics like the
Mahabharata, in which stories are repeatedly embedded one within the other
prior to their completion, has been shown to reflect the structure of the rituals
that serve as the narrative framework for the recounting of those tales
(Minkowski, 1989). These embedded patterns may also serve to elucidate and
justify ritual structures (Witzel, 1987). Other narratives derived from Indian
culture such as The Arabian Nights exhibit a similar multiply center-embedded
frame structure (Irwin, 1994). Another type of recursive pattern in literature
involves scenes that form parallel prologues and epilogues to a central event, as
found in many classical epics, such as the lliad and the Odyssey (van Otterlo,
1944; Whitman, 1958), and medieval works like Beowulf and La Chanson de
Roland (Niles, 1973, 1979). Music and narrative are both historically and
culturally linked to ritual (Minkowski, 1989; Merker, 2009), suggesting a
common origin for these symmetric patterns.

These recursive symmetrical patterns in literary, musical, and performance
arts also have parallels in the visual arts, in the form of bilateral symmetry. For
example, as discussed by Mackay et al. (1999), the narrative ring structure in the
Homeric epics are analogous to the symmetry and nested frames of the
(contemporary) Geometric style of Greek art. Likewise, mirrored symmetry is
an important principle in architecture, ranging from the ancient Indian school of
vastu Sastra with its close links to Vedic ritual (Chakrabarti, 2013; Meister,
1983), to many modern examples. Like recursive cognition, symmetrical
construction may not be unique to humans: for the purpose of courtship rituals,
bowerbirds construct symmetric stages (Keagy, 2021) and pufferfish create sand
circles (Matsuura, 2015).

Symmetrical center-embedded strings of emoji or other special characters
also appear in modern-day internet popular culture. These may be used to
bracket words, adding emphasis or tone (McCulloch, 2020:127), or to
supplement or illustrate text (McDonald, 2024). Interestingly (especially in light
of Staal’s observations of ritual “bracketing”), such nested emoji sequences also
play a role in contemporary online occultism, among Tumblr and Twitter neo-
pagan communities, in the form of “emoji spells.” In this practice, a string of
emoji representing the caster’s intention is bracketed on either side by particular
emoji such as a crystal ball or a star, or the whole string of emoji may be
palindromic (Towers, 2015; Duca, 2016).

To examine the occurrence of recursive patterns in emoji usage on social
media quantitatively, we searched a publicly available Twitter corpus (Ma,
2017) containing ~5 million tweets from 2016-2017, and extracted those
containing multiple emojis. These strings were in turn classified into patterns
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including palindromes, “brackets,” and repeat substrings. 2701 of 22,560 multi-
emoji strings (12%) contained a palindromic or bracketed pattern (1-2), 2035
(9%) contained an AnBn pattern (3), and 981 (4%) showed a repeating (AB)n
pattern (4), suggesting a preference for mirror symmetry over simple repetition.

(1) 22 Qi 2
) &)5r & my darlingsde 5 &)
3) (TITITE & 4 4

(4) Nyee yee e oo

3. The emergence and attrition of center-embedding: Observational and
experimental evidence

While prevalent in nonlinguistic contexts, center embedding presents processing
and working-memory challenges for language, in which semantic reference and
time pressure impose greater processing demands. Compared to branching
patterns, center embedding is particularly difficult to learn in meaningful
artificial languages (Davis & Smith, 2023). Center-embedded non-semantic
sequences (e.g. nonsense syllables or letters) are likewise difficult to learn (Ottl
etal., 2015; Udden et al., 2012; Moreton et al., 2021).

Similar considerations apply to center-embedded emoji sequences on social
media. Informal observations of group text threads in which we were included
suggested that palindromic emoji sequences accompanying written text
messages emerge spontancously under such circumstances. These strings were
sometimes picked up in modified form by other members of the group in replies,
but otherwise tended to disappear and revert to simpler sequences, as shown in
sample thread sequences of emojis stripped of accompanying text in Figure 1.

vou S

v WA+ ALA
>iv i

v AG

Figure 1: Evolution of center-embedded emoji strings in text conversations.
We further investigated both of these phenomena, the emergence and the

disappearance of center-embedded sequences, in an iterated learning paradigm
with strings of nonlinguistic icons. We hypothesized that the occurrence of a
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repeated icon in the input strings (as opposed to a string composed entirely of
different icons) would lead to the formation of further center-embedded patterns,
like those which occur in emoji sequences. This hypothesis was confirmed, but
embedded strings did not occur at above chance rates. A follow-up study showed
that if initial input strings contain center embedding, it disappears in
transmission, and is not stable if it re-emerges (Davis, 2023b).

These findings may have parallels in diachronic language change: multiple
center-embedding is more prevalent and tolerated in languages with verb-final
word order (Davis, 2023a), and there is a general tendency for languages to shift
from verb-final to verb-initial order (Givon, 1979, Gell-Mann & Ruhlen, 2011) ,
a change that may be motivated in part by avoidance of center embedding
(Ogura, 2001, 2004; Lorido, 2022).

We conclude that center-embedding has deep roots in human—and possibly
nonhuman—culture and cognition, with examples spanning space and time from
millennia-old ritual traditions to modern social media. From these faculties,
recursion may have been exapted to language in the form of center-embedding.
However, compared to the ubiquity of center-embedding in art and performance
—from rituals to emoji strings—it is relatively restricted in language. In physical
media such as sculpture, pottery, and painting, embedded sequences are fixed,
and thus not subject to time or memory constraints. Performance art (ritual,
narrative, music, dance) unfolds in real time, but follows an established template
dependent only on long-term memory. In temporary art forms like
communicative emoji, such sequences do face both time and working memory
constraints, and therefore tend to be shorter-lived. Yet by virtue of the fact that
they exist in a visuospatial medium, emoji sequences still allow serial search for
matched pairs when center-embedded. The processing pressures imposed by the
more ephemeral nature of real-time language use, whether signed or spoken,
afford no such luxury: there is no external cultural artifact available to facilitate
serial search independent of working memory. This is probably the main reason
that center-embedding in language tends to yield in favor of branching patterns
over time. The working memory burden of processing subjecti-subjects-
predicatez-predicate; sequences can easily be avoided by simple repetition of
concatenated subjecti-predicate; subjecta-predicate> sequences—Ilikely
facilitated by processes of cultural transmission. We thus speculate that on a
longer time scale, linguistic recursion may likewise have started out as center-
embedding before largely shifting to the use of branching structures instead.
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We explore the biological roots of facial expressions, suggesting they evolved from sen-
sory-regulating movements. Analyzing Western and East Asian participants, we find that
expansive facial movements (e.g., raised eyebrows) consistently convey high arousal and
positive messages, while contractive movements (e.g., squinting) indicate negative mes-
sages. These cues also impact speech perception, with expansion movements signaling
confidence and larger quantities, and contraction movements signaling doubt and smaller
amounts. These cross-culturally consistent antonymic patterns suggest a foundational role
in developing multimodal language signals.

Facial expressions are crucial for effective human and primate social communi-
cation (Bliss-Moreau & Moadab, 2017). What motivates the mapping of specific
face movements on social signals, and how did they become integrated with
speech? Current evidence suggests that facial expressions of emotion evolved
from physiologically-relevant facial cues. For example, FEAR facial expressions
typically involve widened eyes that increase the visual field. Conversely, DISGUST
facial expressions typically involve contracted eyes and nostrils that reduce sen-
sory input, protecting the expresser (Darwin, 1872; Susskind et al., 2008).

In line with these existing theories, we hypothesized that social facial expres-
sions, such as THINKING, INTERESTED, BORED and CONFUSED and those accompa-
nying speech, would also comprise mappings between contrasting expansion and
contraction facial movements and broad social information (e.g., affective, prag-
matic, semantic). To test this, we first analyzed two complementary sets of facial
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expression models derived from Western European and East Asian culture partic-
ipants using a highly-powered perception-based data-driven method (Yu et al.,
2012): the six basic emotions (HAPPY, SURPRISE, FEAR, DISGUST, ANGER and SAD,
N=30 per culture, 31 females, M,z—=22 years; Jack et al., 2012) and four key social
messages (THINKING, INTERESTED, BORED and CONFUSED, N=20 per culture, 20
females, Mag=22 years, Chen et al., 2020). Using non-parametric permutation
testing (p<0.05), we found that, in each culture, both sets of facial expressions
systematically comprise expansion and contraction facial movements (e.g., wide
opened eyes, wrinkled nose, respectively) that map onto broad affective infor-
mation (see Fig. 1A). Specifically, expansion facial movements are primarily as-
sociated with high arousal, regardless of positive/negative valence, while contrac-
tion facial movements are primarily associated with negative valence, regardless
of high/low arousal (No6lle et al., 2021).

A Facial movements mapped onto valence/arousal B Facial movements paired with speech
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Figure 1. A: Mapping between expansion and contraction facial movements and valence and arousal,
for each culture. Color-coded points denote expansion/contraction facial movements (see legend to
right). In both cultures, expansion facial movements are primarily associated with high arousal, re-
gardless of positive/negative valence (e.g., HAPPY, FEAR). Contraction facial movements are primarily
associated with negative valence, regardless of high/low arousal (e.g., DISGUST, SAD, BORED, CON-
FUSED). B: Expansion and contraction facial movements also influence the interpretation of spoken
words. Left: Expansion facial movements convey speaker CONFIDENCE when answering questions
(“ves”) and LARGER quantities when speakers use vague quantifiers (“several”). Right: Contraction
facial movements convey DOUBT and SMALLER quantities.

Next, we examined whether expansion and contraction facial movements modify
the perception of otherwise neutral speech. In two experiments (Nolle et al.,
2022), participants in each culture (Western European English speakers, East
Asian Mandarin speakers) rated speakers displaying expansion or contraction fa-
cial movements. In the first experiment, participants rated the confidence of a
speaker answering yes/no to a question. Results showed that participants in both
cultures rated speakers displaying expansion facial movements as more CONFI-
DENT, and those displaying contraction facial movements as more DOUBTFUL
(Fig. 1B). In the second experiment, participants estimated the quantity the
speaker referred to using a vague quantifier (e.g., several). Results showed that
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participants in both cultures associated expansion facial movements with HIGHER
quantities and contraction facial movements with LOWER quantities (Fig. 1B).

In sum, we found that social facial expressions comprise opposing expansion
and contraction facial movements that map onto broad affective, semantic and
pragmatic information (Bavelas & Chovil, 2018). Our results support the hypoth-
esis that physiologically-rooted facial movements underpin a broad spectrum of
facial expressions—a pattern consistent across two distinct cultures with known
differences in facial expression perception (Jack, 2013). This suggests that such
facial movements may have guided the development of semantic and pragmatic
facial signals that support spoken language in multimodal communication
(Vigliocco et al., 2014; Kendon, 2017; Holler & Levinson, 2019). Future research
should examine whether similar mappings exist amongst other cultures, sign lan-
guages, and species for homologous and non-homologous expressions.
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We explore how socio-cultural associations influence as how appealing American (ASL)
and French (LSF) Sign Language are perceived. We hypothesize that LSF will be rated as
more appealing than ASL, but only when participants know which languages they are
rating, reflecting a "Latin-lover" effect seen in spoken languages. Additionally, we
investigate how the meaning of signs affects their perceived appeal. Findings contribute to
understanding how aesthetic appeal and cultural associations may shape language
evolution in both signed and spoken systems.

Are some languages perceived as more appealing than others, and if so, why?
While some research suggests intrinsic differences in languages’ appeal (e.g.,
Kogan & Reiterer 2021; Winkler et al. 2023), others argue that appeal is largely
socio-culturally constructed (Anikin et al. 2023). Prior research has explored
those questions for spoken languages, but similar endeavors are missing for sign
languages. We address this gap by investigating if sign languages, specifically
American (ASL) and French (LSF) Sign Language, are perceived differently in
terms of appeal and how socio-cultural associations shape these perceptions.

Previous studies on spoken languages have found a "Latin-lover" effect,
where Romance languages are perceived as more beautiful than, e.g., Germanic
or Slavic languages (Kogan & Reiterer, 2021; Reiterer et al., 2020; Burchette,
2014). This effect likely stems from the fact that many (largely WEIRD) study
participants were familiar with Romance languages, possibly triggering positive
cultural associations. Based on this, we hypothesize that when participants are
unaware of the languages being rated, ASL and LSF will be perceived as equally
appealing. However, when participants are informed about the languages, we
predict that LSF will be rated as more appealing than ASL, reflecting cultural
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associations that may drive the "Latin-lover" effect for spoken languages.
As a secondary aim, drawing on the iconic potential of sign languages (e.g.
Mineiro et al., 2017; Pizutto & Volterra, 2000), we tested if the meaning of a sign
influences its perceived appeal and valence (cf. Louverse & Qu 2017). In our
experiment, half of the signs convey positive (e.g., love, peace) and the other half
negative concepts (e.g., hate, war). We expect that signs representing positive
concepts will be rated as more appealing than those representing negative ones,
even though participants will be unaware of their meanings.
In our experiment, 200 WEIRD participants who are unfamiliar with sign
languages or deaf culture are presented with short, standardized video clips of an
experimenter performing signs for the same 20 concepts (10 being positively and
10 being negatively valenced) in both ASL and LSF. The signer’s face is blurred
to remove facial cues. Participants rate each sign on two Likert scales: (1) how
appealing they find the look of the signs and (2) how positive they perceive the
meaning of the signs. One half of the participants is uninformed, while the other
half is informed whether the presented signs are part of either ASL or LSF.
Preliminary results of a cumulative link mixed model for the uninformed
group (n=40) show, as predicted, no significant differences in the intrinsic appeal
of ASL and LSF. However, signs representing positive concepts received
significantly higher ratings for both appeal and valence compared to those
representing negative concepts (Fig. 1). This suggests that even without
knowledge of the language, participants can differentiate signs based on their
emotional content, and that perceived valence correlates with perceived appeal.
We will complement these initial findings with data from the informed
participant group, predicting that this group will perceive the two languages
differently in terms of appeal. This research offers new insights into how sign
languages are perceived aesthetically and the extent to which socio-cultural
associations influence these perceptions. The perception of linguistic aesthetics
can shed light on the cognitive and social processes involved in language
formation and change. Additionally, the influence of cultural associations on
linguistic perceptions may reflect broader patterns of language evolution, where
certain features are more likely to be favored or maintained due to their emotional
or social appeal (Matzinger et al. 2021). By examining these processes in the
context of sign languages, we can gain a deeper understanding of the evolutionary
forces shaping both spoken and signed communication systems.
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Figure 1. Participants’ appeal and valence ratings of negative and positive concepts in ASL and LSF
(rating scale from 1-7). Participants were not informed about the languages or meanings of the signs.
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This paper connects two theories of language evolution that have developed in parallel:
one linking the emergence of modern speech to changes in the speech organs, and the other
linking language complexification to changes in human behavior and culture. Our
contention is that selected changes in the speech organs accounting for modern speech,
particularly, in the hyoid bone, might have resulted (or being favored) by our evolutionary
trend towards a more prosocial phenotype (aka human self-domestication), which
complexified language through a cultural mechanism. If correct, this approach would offer
a more parsimonious explanation of modern speech evolution and make hypotheses about
speech-like abilities in other hominin species more testable.

Introduction

Language evolution studies have flourished during the last years. Language does
not fossilize, but its evolution can be inferred from indirect evidence, sometimes
known as “proxies”, “windows” or “fossils” of language (e.g. Botha, 2016). In
this paper, we focus on the evolution of modern speech, a favorite topic in the
language evolution literature. Speech is the usual way in which humans
exteriorize their linguistic thoughts, it is easy to analyze (in contrast to e.g.
language processing by the brain), and there are true fossil remains of some of the
speech organs, like parts of the hard palate, or the hypoglossal canal. As with most
proxies or windows, the consideration of these remains has resulted in different,
sometimes opposite views of the emergence of speech (e.g. the reconstructions of
the Neanderthal vowel space by Lieberman and Crelin, 1971 vs Boé& and
colleagues, 2002). At the same time, after decades of extensive research on
language evolution, most researchers would now agree that language did not
emerge from scratch because of some abrupt change in our biology, but from a
myriad of changes that gradually impacted on our body, behavior, and culture. A
corollary is that any fruitful hypothesis about language evolution must be
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grounded on a solid narrative of the evolution of the human species. Our aim in
the paper is to provide an evolutionary rationale for the attested changes in our
speech organs that resulted in modern speech, and ultimately, to contribute to tie
together two narratives of language evolution that have run in parallel for the most
time: the evolution of speech via biological changes, and the sophistication of
languages via a cultural mechanism. More specifically, we will examine the
potential effect on the hyoid bone, which is a robust anatomical proxy for speech
evolution, of our purported self-domestication, which reshaped our behavior and
culture mostly.

The hyoid bone and the evolution of speech

The hyoid bone is a floating bone that provides anchoring to muscles of the floor
of the mouth and the tongue, and the larynx, contributing to the fine-tuning of
tongue movements, and ultimately, to the diversity of speech sounds. The hyoid
bone has changed notably in the genus Homo. The Neanderthal hyoid was like
ours (Arensburg et al., 1989), with similar internal architectures and micro-
biomechanical capacities (D’ Anastasio et al., 2013). By contrast, the hyoid from
Homo erectus shows some archaic features and differences with the human and
the Neanderthal hyoids, which could be indicative of a reduced capability for
modulating the length of the vocal tract, and accordingly, of differences in their
speech-like abilities (Capasso et al., 2008).

The human self-domestication (HSD) view of language evolution

The HSD hypothesis argues that the human phenotype is the outcome of an
evolutionary process similar to animal domestication. Domestication involves an
initial selection for tameness and tolerance to contact with humans, but
interestingly, it usually brings about a set of co-occurring distinctive traits—
physical, cognitive, and behavioral: the domestication syndrome (Wilkins et al.,
2014; see Sanchez-Villagra et al., 2016 and Lord et al., 2020 for critical views).
Most of these features are observed in modern humans compared to extant
primates and extinct hominins (Shea, 1989; Leach, 2003; Somel et al., 2009;
Zollikofer and Ponce de Leon, 2010; Plavean, 2012; Fukase et al., 2015; Stringer,
2016). The behavioral changes (and to some extent the cognitive and physical
modifications) brought about by HSD have been hypothesized to have favored
the evolution of human-distinctive traits, such as our enhanced social cognition
and increased cooperation, and ultimately, our sophisticated culture and advanced
technology (Hare, 2017; Hare and Woods, 2020). Benitez-Burraco and Progovac
(2020) have further suggested that also language evolved under the effects of
HSD, gaining structural complexity and functional versatility with time. This
sophistication was seemingly achieved through a cultural process that was
favoured by our increased HSD, including increased contacts between people and
extended playing behavior, which are mechanisms that promote the
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complexification of languages through a cultural process (Benitez-Burraco and
Kempe, 2018; Langley et al. 2020).

Linking changes in the hyoid bone to HSD

Wilkins and colleagues (e.g. 2014, 2021) have hypothesized that the co-
occurrence of similar traits in most domesticates can be explained if attenuated
aggression responses (and ultimately, low stress levels), as found in domesticated
animals, reduce the input to the neural crest, an embryonic structure that supports
the ontogenetic development of numerous body parts (see again; Sanchez-
Villagra et al., 2016 and Lord et al., 2020 for critical views). HSD might have
entailed similar changes in neural crest function, even if it was triggered by
external factors (see Benitez-Burraco, 2025 for a recent review), since
neurocristopathies in humans result in clinical features that resemble traits found
in domesticates (Sanchez-Villagra et al., 2016). Interestingly, the voice-producing
structures, specifically the larynx and hyoid, depend on neural crest cells for
correct formation during embryonic development (Tabler et al. 2017). A recent
publication by Lesch and Fitch (2024) suggests that in domesticates, fewer neural
crest cells arrive at target sites relevant to the formation of these voice-producing
structures, this resulting in an overall smaller larynx and hyoid. This would mean
that, corrected for body size, and despite species specific adaptations,
domesticated mammals will have a smaller larynx and hyoid bones compared to
their ancestral wild population. Therefore, if humans indeed underwent HSD, our
hyoid pattern changes should share certain overall patterns with other
domesticated mammals across the phylogenetic tree (Fig. 1). In our contribution,
we will further discuss an analysis pipeline aimed at comprehensively testing the
putative role of the hyoid a proxy of HSD via the Neural Crest Domestication
Syndrome hypothesis. Linking the changes in speech organs/proxies like the
hyoid bone to HSD offers a more parsimonious explanation of modern speech
evolution and makes hypotheses about speech in other hominin species more
testable.

tympanohyoid

stylohyoid
epihyoid it 2 Smaller cornu

thyrohyoid

ceratohyoid

basihyoid
Greater cornu -
thyrohyold basihyoid

Figure 1. Illustration of the hyoid bone and apparatus in a dog (Canis familiaris) and a human
(Homo sapiens).
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Abstract

Humans maintain upright posture on a minimal base of support, rely-
ing on continuous postural control to stay balanced. We propose that the
evolution of higher-level postural control, driven by bipedalism, shaped mul-
timodal communication. To test this idea, we experimentally manipulated
adults’ postural stability to assess how it affects speech and gesture produc-
tion in an interactive Taboo game. Participants communicated with a partner
while standing on solid ground or on a wobble board, increasing demands on
their postural control during communication.

1. Introduction

Maintaining an upright posture requires constant neuromuscular control to
stabilize the body against gravity on a minimal base of support. We propose
that these postural mechanisms not only support balance but also contribute
to multimodal communication production.

Evidence across multiple domains demonstrates that articulators involved
in posture overlap with those used in speech and gesture. For example, clini-
cal studies reveal mutual influences between jaw-head motion and body pos-
ture (Alghadir, Zafar, & Igbal, 2015; Sakaguchi et al., 2007; Yamabe, Ya-
mashita, & Fujii, 1999). Furthermore, kinetic studies show that upper limb
gestures alter the center of pressure and postural stability (Pouw, Raphael,
Burchardt, & Selen, 2025) and may affect acoustic speech signals (Pouw,
Paxton, Harrison, & Dixon, 2020). Furthermore, a recent machine learning
study reveals that vertical gesture kinetics predict speech prosody (Momsen
& Coulson, 2025). Together, these findings suggest that speaking, gesturing,
and postural control are biomechanically interconnected processes.

Human communication involves overlapping muscle systems that are
more interconnected than traditionally recognized. While respiratory and
laryngeal muscles handle speech production (Simonyan & Horwitz, 2011),
gestural muscles include secondary respiratory muscles—abdominals, back
muscles, and shoulder girdle—that also support vocalization (Pouw et al.,
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2025). We propose that evolutionary development of sophisticated postu-
ral control, following the transition from quadrupedalism to bipedalism, was
crucial for refining coordination between these systems in multimodal com-
munication. Although bipedalism predates language, early hominins pos-
sessed only rudimentary postural control (Ruff, 2015). The precise postu-
ral stability necessary for coordinated speech—gesture communication devel-
oped gradually throughout human evolution. Thus, while bipedalism did not
directly give rise to language, it served as a precursor that prompted anatom-
ical and neurological adaptations, laying the groundwork for the coordinated
vocal and gestural systems that underpin human multimodal communication.

2. Methodology

To test this idea, we manipulated adults’ postural stability by examining how
standing on stable versus unstable surfaces influenced multimodal commu-
nication during an interactive Taboo game. Players attempted to get their
partner to guess target words without using specific taboo” words (e.g., for
“apple,” taboo words included “fruit,” “red,” “tree,” “pie,” and “eat”). While
players were restricted from saying target or taboo words, they could use
other verbal descriptions and were encouraged to use gestures, facial expres-
sions, and body language.

Sixty pairs of adult participants (N = 120) played the game while standing
on solid ground (stable condition) or on a wobble board (unstable condition).
Within each dyad, participants took turns giving clues and guessing, and clue-
givers alternated between standing on the solid ground and wobble, following
a within-subjects design.

3. Predictions

We formulated several predictions for clue-givers’ speech and gesture pro-
duction as a function of postural stability.

For speech production, we expect slower speech, increased pausing, and
reduced articulation on the wobble board compared to solid ground. Acoustic
analysis using PRAAT (Boersma & Weenink, 2002) will allow us to measure
speech rate, pausing, fundamental frequency (f0), amplitude, and peaks of
the amplitude envelope.

For gesture production, we expect reduced gesture frequency due to in-
creased postural demands. When gestures occur, we hypothesize they will
be produced closer to the center of gravity, favor bilateral over unilateral
movements, and exhibit greater symmetry to minimize balance disruption.
Movement analysis using pose2sim (Pagnon, Domalain, & Reveret, 2021)
will allow us to quantify the kinematics of the center of mass, velocity, and
upper extremity.

This study will provide original empirical evidence for how postural con-
trol shapes multimodal communication, contributing to theories of language
evolution.
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This paper discusses how lexical items emerge through demonstration, focusing on iconic lin-
guistic signs, particularly interjections and ideophones. These items illustrate how expressive,
non-arbitrary signs enter the lexicon through demonstrative usage. Demonstration allows in-
terjections, ideophones and loanwords to become grammatically integrated, forming predicates
and acquiring stable category labels required for syntactic merge. Thus, iconic signs initially
introduced demonstratively can evolve into fully established lexical items, highlighting the role
of demonstration in lexical emergence and grammatical integration.

1. Introduction

Human language is typically characterised by an extensive lexicon coupled with
a relatively limited set of functional categories. Unlike pidgin-based creole lan-
guages, which inherit their extensive vocabulary from source languages (e.g. the
lexifier (Mufwene, 2001))(Bickerton, 1981; Aboh, 2015), emerging languages
such as Nicaraguan Sign Language provide a compelling example of how lexicons
develop without direct linguistic predecessors. One prominent feature observed in
these cases is iconicity; signs often arise through imitation, capturing meaning by
mimicking their referents. Motamedi et al. (2019) define iconicity as the perceived
resemblance or motivated relationship between the form of a linguistic signal and
its meaning. It is not limited to ideophones but is seen as a widespread feature
across modalities (spoken, signed and gestural languages). According to them,
there are two key dimensions of iconicity: operational iconicity and functional
iconicity. The former is about perceptual similarity, the extent to which the form
resembles meaning. The latter concerns how usable the signal is for guessability
or learning, the extent to which a naive listener infers the meaning from the form.
The following table is a summary of their discussion.
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Aspect Summary

Definition Resemblance or motivated link between form and meaning

Two Types Operational: perceptual similarity
Functional: ease of guessing meaning

Measurement Methods 1. Intuition-based (e.g., expert coding)
2. Behavioural (e.g., rating, guessing, production)
3. Data-driven (e.g., corpus/statistical patterns)

Key Insight Iconicity is multi-dimensional and context-dependent

Purpose of Toolbox To help researchers choose appropriate methods

Winter et al. (2024) argue that iconicity is a widespread and variable feature
of the lexicon. Their point is summarised in the following table.

Feature TIconicity Systematicity Arbitrariness

Definition Form resembles meaning Form predicts class/category No link between form and meaning
Mapping Type Motivated, intuitive Probabilistic, statistical Conventional, random
Measurement Rating tasks (e.g., 1-7 scale) Corpus/statistical models Residual category

Examples buzz, wiggle gl- (e.g.. glow) dog, chair

Language Modality ~ Strong in sign/sound-symbolic languages ~ Common in morphology/syntax ~ Typical in general vocabulary

This talk discusses the nature of grammatical integration driven by iconicity,
arguing that lexical items forming natural classes become targets for grammatical
operations due to their categorical identities.

2. Symbolic items

It is generally assumed that most lexical items are arbitrary and conventional,
despite acknowledging the existence of sound symbolism. According to Knoeferle
et al. (2017), sound symbolism reflects a motivated relationship between sound
and meaning, structured by specific acoustic cues that differ depending on the
semantic dimension involved (e.g., size vs. shape). However, lexical items with
iconicity present interesting cases for linguistic analysis.

2.1. Different modules

Following Davidson (2015), demonstration can provide insights into the interpre-
tation of symbolic items. Demonstrative expressions, introduced by constructions
such as be like, illustrate how non-verbal and expressive aspects of language con-
tribute to semantic interpretation, as shown in the examples below:
(1 a My cat was like “feed me!”
b.  Bob saw the spider and was like “ahh! [in a scared voice].”
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An advantage of demonstration theory is that it explicitly captures expressive
nuances. In (1a), the cat’s imagined utterance is conveyed in human language, in-
terpreting the cat’s behavior through linguistic means. Similarly, the exclamation
ahh! in (1b) communicates Bob’s emotional state through vocal tone and expres-
sion. Demonstrative constructions can also incorporate non-verbal signals such as
gestures and facial expressions, indicating their role in the emergence of lexical
meaning. These demonstrative expressions reflect cross-modality integration in
lexical development and offer valuable perspectives on language evolution.

A notable class of symbolic linguistic items are ideophones, which are par-
ticularly abundant in languages across Asia, Africa, and the Americas (Akita
and Dingemanse, 2019). In Japanese, ideophones commonly function as ad-
verbs, often optionally marked by the quotative particle -fo, which typically does
not affect their semantic interpretation. However, -fo becomes obligatory when
ideophones are employed in non-idiomatic contexts. Furthermore, ideophones or
phonomimes like zaazaa (‘pouring heavily’) show stronger associations with au-
ditory contexts (e.g., kikoeru ‘audible’), but have a more indirect relationship with
visual perception, as illustrated below (Akita and Usuki, 2016):

2) a. Ame-ga zaazaa(-to) hut-te iru no-ga kikoeru.
rain-NOM IDEO-QUOT fall-CONJ be NMLZ-NOM be.audible

‘T hear the rain pouring heavily.’
b. Ame-ga zaazaa(? ?-to) hut-te iru no-ga mieru.

This indicates that the quotative particle -fo interacts closely with modality-
specific sensory interpretations, reflecting the iconic origins of such expressions
(Kawahara, 2022). Demonstrative expressions, by themselves, have some illocu-
tionary force. Like the exclamation ahh!, the interjections such as yes, no, huh,
eh can stand alone to have some force. Hence, they are the primitives of auditory
signs and cannot be categorised, or grammatically inflected.

2.2. Ideophones

The fundamental usage of ideophones is typically holophrastic or adverbial; how-
ever, a considerable number of ideophones also function as predicates. Predicative
ideophones primarily belong to the category of phenomimes, describing states,
motion, or psychological conditions, as illustrated below:

(3) a. *wanwan-suru ‘(lit.) bowwow-do’, #gangan-suru “(intended) *bang,
(possible), a splitting headache”

b. subesube-suru ‘smooth’, burabura-suru ‘stroll’

Since oral languages are fundamentally based on sound, audio-related ideophones
(phonomimes) can be hypothesised to be most iconic (Dingemanse, 2012). In this
context, Akita (2009) proposes that strongly iconic ideophones generally resist
functioning as predicates. This claim appears justified given that phonomimes
typically exhibit limited grammatical integration. I suggest the following implica-
tional hierarchy.
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(4) An inverse relation between (operational) iconicity and lexical integra-
tion: More iconic items tend to be less lexically-integrated and vice versa.
(SOUND < VISUAL PATTERNS and MOVEMENT < OTHER SEN-
SORY PERCEPTIONS and COGNITIVE STATE)

Incorporability Arbitrariness
Auditory items ‘Weak (NO SOUND-EMITTING VERBS) (Strong) Link between form and meaning
Visual items Relatively weak (e.g. kirakira-suru ‘sparkle’, NO MOTION VERBS) Some link between form and meaning

Other items Strong (e.g. dokidoki-suru ‘thrilled’, wakuwaku-suru ‘excited’) No link between form and meaning

Demonstrative expressions ‘Weak Strong link between form and meaning

2.3. Neologism

Japanese has a productive mechanism for verb formation through the use of the
light verb (su)-ru. For instance, during a recent trend involving tapioca drinks,
many young people coined the verb tapi-ru (‘to enjoy tapioca’). Similar verb
formations can be seen historically, such as ryou-ru (‘to cook’), derived from the
noun ryouri (‘cooking’), which originated around 350 years ago and remains in
use in certain regions of Japan. Loanwords like agitation and sabotage have also
undergone this process, resulting in the verbs agi-ru (‘to agitate’) and sabo-ru (‘to
skip one’s duties’), respectively. Such lexical conversions occur when loanwords
are sufficiently integrated into the linguistic system. Another example includes
kisi-mu (‘to creak’), formed from the phonomime kisikisi (‘squeaking sound’).

This process demonstrates that non-iconic ideophones or frequently used loan-
words can be integrated into predicate structures, thus becoming central compo-
nents of sentences. Such lexical items initially gain linguistic acceptance through
demonstrative usage, which allows them to enter the general lexicon and form nat-
ural categories. Through repeated use, they become categorised clearly enough to
serve as targets for grammatical operations (Chomsky, 2013), solidifying their sta-
tus as established lexical items. Linguistic items that are sorted out based on their
common characteristics can be a target of another grammatical operation, because
they are integrated into some lexical categories.

References

Aboh, E. O. (2015). The Emergence of Hybrid Grammars. Cambridge University
Press, Cambridge, Great Britain.

Akita, K. (2009). A Grammar of Sound-Symbolic Words in Japanese. PhD thesis,
Kobe University.

Akita, K. and Dingemanse, M. (2019). Ideophones (mimetics, expressives). In
Aronoff, M., editor, Oxford Research Encyclopedia of Linguistics. Oxford Uni-
versity Press, Oxford.

Akita, K. and Usuki, T. (2016). A constructional account of the ‘optional’ quota-
tive marking on Japanese mimetics. Journal of Linguistics, 52:245-275.

Bickerton, D. (1981). Roots of Language. Language Science Press, Berlin.

187



Chomsky, N. (2013). Problems of projection. Lingua, 18:1-35.

Davidson, K. (2015). Quotation, demonstration, and iconicity. Linguistics and
Philosophy, 38:477-520.

Dingemanse, M. (2012). Advances in the cross-linguistic study of ideophones.
Language and Linguistics Compass, 6:654—672.

Kawahara, K. (2022). Introducing iconicity: The semantics of ideophones and
the quotative particle. In CLS, volume 56, pages 219-232. Chicago Linguistics
Society.

Knoeferle, K., Li, F., Spence, C., and Winter, B. (2017). What drives sound
symbolism? different acoustic cues underlie sound—size and sound—shape map-
pings. Scientific Reports, 7(1):1-11.

Motamedi, Y., Perlman, M., Ortega, G., and Vigliocco, G. (2019). The iconicity
toolbox: Empirical approaches to measuring iconicity. Language and Cogni-
tion, 11(2):188-212.

Mufwene, S. S. (2001). The Ecology of Language Evolution. Cambridge Univer-
sity Press, Cambridge, Great Britain.

Winter, B., Lupyan, G., Perry, L. K., Dingemanse, M., and Perlman, M. (2024).
Iconicity ratings for 14,000+ English words. Behavior Research Methods,
56(3):1640-1655.

188



The evolution of imagination:
A neural transition from reptiles to mammals

Oryan Zacks

oryan.zacks@gmail.com

The Cohn Institute for the History and Philosophy of Science and Ideas, Tel Aviv University, Tel Aviv, Israel.

Imagination, the ability to generate mental simulations, is a key cognitive capacity underlying
planning, problem-solving, and, critically, language. Despite its centrality in human cognition, the
evolutionary origins of imagination remain underexplored. This paper argues that imagination
emerged in early mammals, enabling complex behaviors such as episodic-like memory, inference, and
theory of mind. This evolutionary transition was facilitated by a significant development in the
neocortex and hippocampus, which together form the core neural network supporting imagination in
all mammals, including humans.

Human imagination is a complex, rich and highly developed cognitive ability,
constituting an important part of human experience. It is a critical component of
human linguistic abilities and was probably an evolutionary pre-requisite to
developing symbolic language (Corballis, 2019). Furthermore, a well-functioning
imagination is critical for mental health and well-being, and foundational for
creativity and empathy. Nevertheless, imagination is critically understudied as
such, with little systematic, in-depth, or interdisciplinary research addressing it
directly. Adopting an evolutionary approach, this paper presents a comparative
study of imagination across mammals and reptiles, considering both behavioral
evidence and differences between neural organization in these two lineages.

According to Tomasello (2014, p. 9), “imagining is nothing more or less than the
“off-line” simulation of potential perceptual experiences.” This definition can
theoretically apply to non-human animals, although the major challenge lies in
measuring such mental simulations in the absence of verbal report. Deliberate
planning is suggested here as a strong, testable behavioral marker of off-line
simulations in non-human animals. Additional behaviors that may support the
claim that non-human animals can and do imagine include theory of mind,
inferential and causal reasoning, episodic-like memory, and dreaming. These
behaviors are most robustly documented in great apes, with sparser evidence in
other mammalian species such as monkeys, rodents, and bats. In contrast, no
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published results demonstrate these behaviors in reptiles, hinting at a qualitative
difference in cognitive abilities between reptiles and mammals.

A core neural network supporting imagination has been identified in the human
brain (Schacter et al., 2012), which overlaps significantly with the Default Mode
Network (DMN; Raichle, 2015; Schacter & Addis, 2020). Interestingly, this
network spans two different cortical architectures: the hippocampus and
association areas belonging to the neocortex. Understanding the evolution of these
two neural architectures is critical in understanding their function and
involvement in complex cognition, including imagination and language. While
both neocortex and hippocampus have homologs in reptiles, they underwent
significant expansion and reorganization in the base of the mammalian lineage.
The reptilian medio-dorsal pallium consists of a thin layer of interconnected
principal excitatory cells. In mammals, both the neocortex and hippocampus
increased in size, neuron numbers and neuron density. This was achieved by
transforming the original reptilian 2D sheet of neurons into a 3D structure. In the
neocortex, this meant stacking multiple layers of neurons, while the hippocampus
folded upon itself to create its characteristic S-shape. These two structures also
gained new organizational principles that form the basis of the canonical cortical
column microcircuit and the hippocampal trisynaptic loop. This architectural shift
was accompanied by the emergence of new cell types, notably large pyramidal
neurons with multiple, distinct dendritic zones. The resulting modularity of the
neocortical architecture opened an opportunity for further evolutionary changes,
seen in the multiple mammalian lineages in which neocortical territories
proliferated and gained new functions.

Behavioural and neural findings point to a significant cognitive transition between
reptiles and mammals. While it is recognized that mammals vary widely in their
imaginative abilities, they all seem to have a form of minimal imagination, absent
in reptiles. This ability would have conferred a substantial adaptive advantage to
mammalian ancestors and constitutes a critical step in the evolution of human
imagination and language.
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The tendency to exploit suffixes more often than prefixes to express grammatical meanings

in world’s languages was identified a century ago. The underlying causes for this suffixing

bias are not clear. Moreover, there is contradictory evidence whether this bias is domain-

general or restricted to natural languages. We addressed these questions in a three

behavioral and one EEG experiments. The data confirm domain-specificity of the

phenomenon, and absence of cognitive bias that could lead to the emergence of typological

suffixing bias.
Appending an affix to the word stem is one of the most frequently exploited means
to express grammatical meaning (e.g., tense-aspect, number, case, person,
interrogation, subordination). Most common affixes are suffixes (appended after
the stem) and prefixes (appended before the stem), with infixes and circumfixes
being relatively rare phenomena. Linguists have identified a clear preference for
suffixing in world languages (Cutler et al. 1985; Greenberg 1957; Hawkins and
Gilligan 1988; Sapir 1921). In the World Atlas of Language Structures (WALS),
Dryer (2005), there are 8 strongly suffixing languages for 1 strongly prefixing
language. This asymmetry is often referred to as a typological suffixing bias. The
origin of this bias is still debated.
One potential cause of the typological bias might be an existing cognitive bias,
making memorization and/or processing of sequences with variable endings
easier than those with variable beginnings. Language might be shaped by domain-
general cognitive constraints on memory (Gibson 2000), learning (Hall 1991;
Kersten et al. 1998), auditory perception (Blevins 2004; Neath, 1993; Macintosh,
1975). These constraints define domain-general cognitive mechanisms, which act
to select those variants of language code that are more easily processed by existing
cognitive mechanisms. The selected variants are modified and passed on to the
next generations by means of social learning and cultural evolution (Christiansen
& Chater, 2001; Lewis et al., 2006; Saygin et al., 2003). If the cognitive bias
explains typological bias, we should observe its existence across language and
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non-language domains. Alternatively, it can be argued that suffixes can be more
easily processed by the language-specific cognitive machinery. For example, the
beginning of the word may be more important for lexical access than the end of
the word, because the pool of potential word candidates becomes increasingly
narrower as more and more segmental information is becomes available (Erdeljac
& Mildner, 1999; Marslen-Wilson, 1987; Rodd, 2004). Therefore, left-most
segments are most critical for the word activation, and variation at the left edge
of the word impedes word recognition, disfavoring variable beginnings of the
words. Speech production machinery allows for better preservation of the
phonetic contrasts at the beginning of the speech units than at the end, which
might also restrict the suffixing bias to language domain. I am going to report 3
behavioural and 1 EEG experiments in an attempt to resolve the origin of the
typological suffixing bias.

We used an artificial language learning paradigm (Saffran et al., 1996) to study
how adding a prefix or suffix to the recurrent stem-like constituents will interfere
with learning and recognition of these constituents by statistical learning
mechanisms. In Experiment 1, we ran the study with Spanish monolinguals and
Basque-Spanish bilinguals, the latter are more familiar with grammatical prefixes,
esp. in verbal paradigms, the former do not have experience with grammatical
prefixes. In Experiment 2, we ran the study with German and Slovak participants,
both languages are strongly suffixing in regard to inflectional morphology, but
both make extensive use of verbal derivational prefixes — yet in German verbal
prefixes can be detached and used separately from the stem. We study a reverse
effect — the effect of language typology on general suffixing bias, and whether it
can extend from inflectional to derivational morphology. In Experiment 3, Arabic
speakers, who are used to express most grammatical meanings are expressed by
vowel alternations inside the stems rather than appendix affixes, did the
experiment with artificial language composed of prefixed and suffixed recurrent
words in the familiarization stream. In Experiment 4, we measured EEG signal in
Portuguese speakers during familiarization and during learning, to understand
whether ERPs are stronger to violations of prefixed or suffixed sequences, or
“words” of an artificial language. We explored P3 at the final stages of learning
as a neural response to morphological violations and N400 as a response to foils
during the test. All experiments were run on linguistic and non-linguistic material
to explore across-domain transfer.

The data did not show any evidence for pre-existing cognitive suffixing bias. On
the contrary, the typological linguistic features affect how prefixed and suffixed
sequences are processed. The effect is weaker or non-existent on non-linguistic
material, suggesting that the phenomenon is language-specific rather than defined
by general cognitive machinery.
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Past research shows that larger communities develop more sound symbolic languages to
overcome their greater communicative challenges. This study tests whether the results
extend to sign languages, as it is debated whether iconicity plays the same role in spoken
and signed languages. Participants from five different countries guessed the meaning and
rated the iconicity of social and non-social signs from 11 different sign languages. Non-
social signs from larger sign languages were rated as more iconic than those from small
languages.

Communication is harder in larger communities: Members of larger
communities experience greater linguistic variability, more interaction with
strangers, and greater bottlenecks for information spread. Larger communities
overcome the greater communicative difficulties they encounter by creating
languages that are easier to learn and use (Lupyan & Dale, 2010). In particular,
languages spoken by more people are more iconic (Lev-Ari et al., 2021),
presumably because iconicity facilitates language acquisition and processing
(e.g., Imai et al., 2008; Sidhu et al., 2020). We tested whether larger sign
languages are also more iconic, as it is debated whether iconicity plays the same
role in spoken and signed languages. We also tested whether the effect of
community size depends on semantic category.

Non-signers from five different countries (N=178) guessed the meaning and
rated the iconicity of signs from five large sign languages (>500,000 signers),

195


mailto:shiri.lev-ari@rhul.ac.uk

and six small ones (<3,000 signers). The raters lived in different countries to
those in which the sign languages are used. Twenty concepts were filmed in
each sign language: ten social (e.g., ‘friend’) and ten non-social (e.g., ‘garlic’)
matched for frequency and concreteness. As predicted, participants rated signs
from larger sign languages as more iconic, but this effect was limited to non-
social signs (f=-0.43, SE=0.05, z=-8.07, p<0.001). This effect was mainly
driven by the fact that signs rated as low in iconicity were almost exclusively
from smaller sign languages (See Figure 1). Furthermore, iconicity ratings and
guessing accuracy were more aligned in signs from larger sign languages
(B=0.12, SE=0.05, t=2.23), potentially because signs from larger languages are
less likely to rely on culture-specific iconicity.

Lastly, exploratory analyses revealed an interaction between concreteness and
iconicity (f=0.52, SE=0.24, z=2.14, p=0.03) such that iconicity was negatively
correlated with concreteness in small languages (B=-0.57, SE=0.16, z=-3.54,
p<0.001) but was not associated with concreteness in large sign languages. This
finding suggests that, contrary to prior proposals (e.g., Lupyan & Winter, 2018),
the prevalence of iconicity is not constrained by the difficulty of representing
abstract concepts iconically.

The study supports the claim that social structure shapes language. Specifically,
it shows that community size can influence lexical form, leading larger
languages to be more iconic. It further shows that iconicity plays a parallel role
in spoken and signed languages.

Non-social Social
ASL A :
Chinese SL 1
Indian SL A
LIBRAS 1
Russian SL of 2 ° c "ty ¢ Community size

Adamorobe SL * large

Language

Estonian SL A small

Icelandic SL
Kata Kolok
Kufr Qasem SL

Miyakubo SL

N

1 0 1 2 -1 0 1
Normalized iconicity

Figure 1. Normalized average iconicity of signs by Language and Semantic Domain. Each dot
represents the normalized average iconicity rating for one sign. The y-axis indicates the
language. Signs from languages with large communities appear in grey and signs from
languages with small communities appear in yellow. Signs to the left of the vertical line
received an average iconicity rating that is more than 1 SD below the mean.
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We argue that physical models and demonstrations can contribute to more informed discussions
on the evolution of vocal tract morphology and its phonetic potential. Here, we present the first
physical models of non-human vocal tracts, based on chimpanzee vocal tract imaging data. The
purpose of this exercise was not performing physical experiments but educational, with the goal
of highlighting differences in vocal anatomy.

1. Introduction

Physical vocal tract models are useful for demonstrating the mechanics of speech
production, providing a tangible way to understand how sound is generated and
modified. Potentially, such modeling allows even audiences unfamiliar with
speech acoustics to visualize the shape and movements of the vocal tract com-
ponents (Arai, 2012). We present physical models designed to emulate vocal
tract configurations employed by chimpanzees (Pan troglodytes) while producing
“hoo’s” — an apparently vowel-like call acoustically overlapping with close back
rounded vowel [u] (Grawunder et al., 2022). We argue that making such models
more widely available may educate a broader audience about the significance of
inter-species vocal tract physiological differences.

2. Modeling

A subadult chimpanzee vocal tract was traced after Nishimura (2005), and par-
titioned into equidistant sections after Fant (1992). We modeled a set of four
vocal tract shapes, corresponding to (1) the tracing without any additional infer-
ence or addition, (2) the tracing with added lip protrusion (inferred from Fant,
1971); (3) the tracing with retracted tongue body (see Takemoto, 2008); and (4)
protruded lips and retracted tongue body — i.e., a model combining (2) and (3).
Area functions were implemented in the TubeN software, which implements the
Liljencrants-Fant algorithm to predict resonance frequencies from the area-length
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relationships of a vocal tract represented as a concatenated tube sequence (Liljen-
crants & Fant, 1975). Lip protrusion was conservatively modeled using dimen-
sions from human [u] articulation (Fant, 1971), while tongue body retraction was
simulated by narrowing the oropharyngeal segment areas in a stepwise manner.
The full modeling considerations are available elsewhere (Ekstrom et al., 2025a).

3. 3D Printing

The TubeN software allows for the semi-automatic transcription of an input tube
sequence to 3D-printable material (Zhang et al., 2024). We used a Prusa MK 3.9S
3D printer, and models were printed using polylactic acid (PLA). Figure 1 displays
the printed version of the fourth configuration (combined lip protrusion and tongue
retraction), which best approximated the acoustic properties of chimpanzee [u]-
like vocalizations (Ekstrom et al., 2025a).

4. Future work

Recent literature has highlighted roles of realistic biomechanics in explicating
call behavior in living primates, and any relationships call production may have
to speech production (Berthommier, 2020; Ekstrom, 2024). We suggest that the
integration of more general speech production and speech acoustics-based mod-
eling (Fant, 1992) and teaching (Arai, 2012) may facilitate consilience toward
this end. A plausible next step would be the incorporation of modeling the chim-
panzee nasal tract (Samarat & Matsuzawa, 2016; Bastir, Sanz-Prieto, & Burgos,
2022), the influence of which has been widely recognized (Lieberman, 1984), but
never incorporated into modeling efforts (cf. Havel, Sundberg, Traser, Burdumy,
& Echternach, 2023).

While literature on primate call acoustics and their contextual use is extensive,
comparatively little is known about the constraints on vocal production. Through
“reverse engineering” paradigms, such as that illustrated here, this may be sub-
ject to change. Modeling primate vocal tract physiology may help advance the
field of primate vocalization and communication toward more integrative work in
the future. For example, an exhaustive collection of physical vocal tract models
corresponding to vocal tract estimates for nonhuman primates (Nishimura, 2005;
Takemoto, 2008) and human ancestors (Lieberman & McCarthy, 1999; Ekstrém
et al., 2025b) may facilitate the integration of such data into the broader literature
on the evolution of vocal production behavior.
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Figure 1. 3D-printed tube chimpanzee vocal tract model, modeled on a tracing after Nishimura
(2005). Approximate positions of the lips, and horizontal and vertical sections of the vocal tract
(SVTy, SVTy) are annotated. SVTy encompasses the oral cavity and back of the throat; the modeled
section of the SVT, corresponds to the oro- and laryngopharynx. Like all nonhuman primates, the
chimpanzee SVTy is markedly longer than the SVTy (Lieberman, 1984; Nishimura, 2005).
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This study investigates the conditions under which syntactic alternation encoding different con-
ceptualizations of the same situation emerges through cultural evolution. We incorporated con-
ceptualization into the Iterated Learning Model, modeling meaning as the specific way an in-
dividual construes a situation. Simulations show that alternation emerges only when a learner
perfectly infers the speaker’s conceptualization. The result suggests that the inferability of
conceptualizations determines whether any conceptualized meaning is linguistically encoded
through cultural evolution. This study may contribute to understanding how the boundary be-
tween syntax and pragmatics arises in language evolution.

1. Introduction

Human language not only denotes objective referents in the external world but
also encodes subjective meanings shaped through conceptualization —the pro-
cess by which individuals perceive and interpret the world. Conceptualization
is often reflected in linguistic structures, with syntactic alternation serving as a
common means of encoding different ways of conceptualizing the same situa-
tion. As Cognitive Grammar (Langacker, 1990) has shown, conceptualization
partially determines linguistic structure (e.g., A resembles B vs. B resembles A).
Such alternations may not have existed from the origin of language but rather
emerged through cultural evolution. A key model of cultural evolution, the Iter-
ated Learning Model (ILM), has demonstrated how language gradually becomes
systematic through intergenerational transmission, even if the initial language had
no structure (Kirby, 2002; Kirby, Tamariz, Cornish, & Smith, 2015). However,
most previous research on ILM has adopted a “situation = meaning” framework
instead of “conceptualization of a situation = meaning”’, making it insufficient for
explaining the cultural evolution of syntactic alternation. This study extends [LM
by introducing conceptualization to examine the conditions under which syntac-
tic alternations that encode different conceptualizations of the same situation can
emerge through cultural evolution.

2. Methodology

We developed a novel ILM that models meaning as “conceptualization of a sit-
uation”, focusing on binary relations (e.g., A is above B vs. B is below A). We
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define syntactic alternation as follows:

¢ Both forms have a common set of lexical elements.

* Morphosyntactic differences (e.g., word order or morphological marking)
correspond to differences in conceptualization.

Thus, we introduced two evaluation metrics (specifically to evaluate the role of
word order in morphosyntactic differences):

* Lexical dissimilarity: The mean edit distance between lexical sets.
* Word order dissimilarity: The mean edit distance between word sequences.

Our model modified the Definite Clause Grammar in Kirby (2002) to incor-
porate conceptualization into semantic representations. In this model, language is
represented as a mapping between meanings and forms. Meanings are formalized
as predicate;(argument;, argumenty.;)/CV, where C'V (Conceptualization
Value) is a binary value (0 or 1) capturing the essence of subjective construal in
binary relations (e.g., trajector/landmark selection, active/passive voices). Agents
use three rule-based learning algorithms—Chunk, Category-Integration, and Re-
place—to generalize linguistic rules. Chunk learning specifically generalizes rules
with distinguishing CVs, whereas other algorithms learn independently of CVs.
This means that rules for entire events incorporate CVs, while rules for the parts
of events do not. The production algorithm generates forms in accordance with
CVs by combining learned or invented rules, which enable parents to express
the entire semantic space. Children receive only half parental productions, sim-
ulating a ’bottleneck effect’. Assuming children’s reliance on extralinguistic and
paralinguistic cues (e.g., gaze and pointing gestures) to infer parental CVs, we
investigated the influence of inference accuracy on the emergence of alternation.

3. Results and Discussion

The simulation results revealed that syntactic alternation can emerge only when
children can perfectly infer the parent’s conceptualization. Even a slight imper-
fection in the accuracy of inference prevents the emergence of alternation. Specif-
ically, such imperfection hinders the child’s correct chunk learning of parental
linguistic rules with distinct CVs. Consequently, the child acquires erroneous gen-
eralized rules that confuse originally distinct CVs. Low inference accuracy ampli-
fies the child’s pressure for simplification within cultural transmission, where the
parent’s pressure for expressing distinct conceptualizations is also present. Con-
versely, perfect inference accuracy establishes an equilibrium between these two
pressures.

This suggests that information easily inferred from extralinguistic and paralin-
guistic cues becomes integrated into a syntactic system (e.g., word order or mor-
phosyntactic marking) through cultural evolution, eliminating the need for further
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inference. Conversely, information that is difficult to infer from extralinguistic and
paralinguistic cues fails to integrate into the syntactic system through cultural evo-
lution and instead remains within the domain of pragmatic inference. Therefore,
conceptualizations that are difficult to infer remain implicit and rely on contextual
interpretation rather than explicit grammatical coding. Our finding suggests that
the ease of inferring information determines whether it integrates into linguistic
structure through cultural evolution. This study may contribute to understanding
how the boundary between syntax and pragmatics arises in language evolution.

4. Conclusion

By integrating conceptualization into ILM, this study demonstrates that syntac-
tic alternation encoding subjective meanings can evolve culturally if children can
reliably infer the conceptualization behind linguistic expressions. However, the
current model focuses solely on intergenerational transmission, neglecting the ef-
fects of social interaction and communication. Future research could explore how
interlocutors’ mutual understanding influences the grammaticalization of concep-
tual distinctions.

Our findings advance the discussion of why human language encodes concep-
tualization beyond objective referents and provide insights into the role of cultural
evolution in shaping linguistic structure.

Acknowledgements

This work was supported by JST BOOST, Japan Grant Number JPMJBS2425.

References

Kirby, S. (2002). Learning, bottlenecks and the evolution of recursive syntax. Lin-
guistic evolution through language acquisition: Formal and computational
models, 173-204.

Kirby, S., Tamariz, M., Cornish, H., & Smith, K. (2015). Compression and
communication in the cultural evolution of linguistic structure. Cognition,
141, 87-102.

Langacker, R. W. (1990). Concept, image, and symbol: The cognitive basis of
grammar. Mouton de Gruyter.

204



Using predictive dynamics as a window into the evolution of
Language and Music

Felix Haiduk™ , Nicholas Harley?, John McBride?, and Tudor Popescu*

*Corresponding Author: haiduk.felix@gmail.com
! Acoustics Research Institute, Austrian Academy of Science, Vienna, Austria
2Artificial Intelligence Lab, Vrije Universiteit Brussel, Belgium
3University of Vienna, Austria

“Department of Cognition, Emotion, and Methods in Psychology, Faculty of
Psychology, University of Vienna, Austria

We suggest the application of a framework from Evolutionary Systems Biology to
language and music evolution to complement the multi-component approach to music and
language with a synthesis approach. Our future goal is to reconstruct the order of trait
evolution and their impact for transitions between protomusic and protolanguage stages.
To this end, we focus on predictive dynamics in vocalisation systems, operationalising
them using an information-theoretic model. We present first results, employing different
information-theoretical analyses to a cross-cultural song-speech dataset.

1. Background

Humans are unique among social animals in having both music and language. A
key approach to studying their evolution is identifying shared traits, like vocal
learning or entrainment, across species and mapping them onto phylogenetic
trees (Honing et al., 2015). Related to these traits, cross-cultural research
revealed near-universal features specific for or shared by music and language
(Savage et al., 2015). However, many crucial traits emerged after our split from
chimpanzees, limiting this method's explanatory power. Understanding the
evolutionary sequence and interaction of these traits could refine hypotheses
about protolanguage and protomusic systems and their evolutionary relation.

2. Aims

We propose adapting an evolutionary systems biology (ESB) framework aiming
to identify causal interactions in evolving systems and define their possible
evolutionary trajectories. Using dynamical systems modeling, this approach
provides mechanistic explanations for phenotypic development and evolutionary
transitions. The key domain to assess evolvability and robustness are the
component dynamics of the system - in the original ESB framework gene
expression dynamics linking genotype to phenotype (Jaeger & Monk, 2021). In
transferring this approach, we suggest investigating the domain of predictive
dynamics mediating between cognitive traits ("genotypic") and spectrotemporal
features ("phenotypic"). We reason that (1) each neurobiologically implemented
cognitive capacity enables new predictive dynamics, (2) these dynamics shape
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the acoustic features that actualise prediction in social interactions, and (3) they
can be quantified using computational and dynamical systems modeling.
Measuring and simulating these predictive dynamics would allow us to analyse
evolvability and characterise evolutionary transitions in a causal-mechanistic
way. Integrating this approach with information-theoretic modeling of cognitive
predictive processes in vocalisation systems could thus help reconstruct the
evolutionary pathways of music and language.

3. Methods

In the current study we approached a future implementation of the ESB
framework by investigating predictability in song, instrumental music, and
recited and descriptive speech from a cross-cultural dataset, comprising
examples from 21 language families/cultural backgrounds from all continents
(Ozaki et al., 2024). We conceptualise predictive dynamics as interface between
song/speech acoustics and cognitive capacities/goals and quantified it using both
n-gram analysis and the information-theoretic model IDyoMS (Pearce, 2005).
This model operationalises auditory perception through "viewpoints" like pitch
and duration. We computed information content and entropy across viewpoints
and examined the resulting networks with graph-theoretic measures.

4. Results

We found that mean information content increased from descriptive to recited
speech to song and instrumental music, forming a continuum with the highest
predictability in instrumental music. However, we also observed that both
network topographies and observed predictive patterns were similar between
conditions, suggesting that construction and choice of viewpoints is highly
influential. We also found song and speech to differ in specific subnetworks,
suggesting that the same set of perceptual dimensions may still lead to different
predictive dynamics.

5. Discussion and conclusion

We propose that a framework from ESB can be applied to cognition to gain
empirical insight into music and language evolution. We will discuss current
limitations and future directions of operationalising predictive dynamics using
information-theoretic viewpoint networks to investigate the evolutionary
differentiation of song and speech.
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Using computational models to study syntactic evolution necessitates a clear understanding of
syntax in historical low-resource languages. One avenue to gain insights into syntactic pro-
cesses is employing Neural Network Part-of-Speech analyzers. This study investigates using
Bi-directional Long-Short Term Memory models to tag POS in 5 historical Germanic languages.
First, we employ mono-language tagging models, then utilize ablation to investigate class-wise
predictive patterns between languages and observed syntactic patterns. Finally, we test multi-
lingual models that utilize cross-linguistic patterns for prediction.

1. Introduction

This study investigates the value of the application of deep learning techniques to
Part-of-Speech (POS) tagging, which here refers to the assignment of a main word
class/syntactic category label to each word in a sequence, in historical Germanic
for research in language evolution. (For a discussion of POS tagging as compared
to full morphological tagging, see Scherrer (2021)). Chiche and Yitagesu (2022)
describes the various efforts and techniques made in automatic POS annotation,
however, the application of these methods to historical languages is limited. As
a test case, the models are trained on five historical low-resource languages: Old
English, Old Saxon, Old Icelandic, Old High German, and Gothic. We first test
mono-language models and then analyze how syntactic patterns impact class-wise
predictability in the languages. We then investigate the trained embedding space
and predictive accuracies across all POS to infer diachronic relationships across
the languages.

2. Data and Methods
2.1. Data

The data used in this study were extracted from the following corpora: Old Saxon
from the HeliPaD: a parsed corpus of Old Saxon (Walkden, 2016), Old English
from the York-Toronto-Helsinki Parsed Corpus of Old English Prose (YCOE)
(Taylor, Warner, Pintzuk, & Beths, 2003), Old Icelandic from the Icelandic Parsed
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Historical Corpus or IcePaHC (Wallenberg, Ingason, Sigurdsson, & Rognvalds-
son, 2011), Old High German from the Referenzkorpus Altdeutsch (Zeige et al.,
2025), and Gothic from Project Wulfila (De Herdt et al., 1997).

2.2. Models

The first set of models constructed for this study utilizes word-level embeddings,
which are trained alongside the models to extract as much information about indi-
vidual words as possible (So as to use syntactic-level information as the primary
factor in inferring POS). This is followed by a series of Bi-LSTM layers to make
context-sensitive predictions about POS, thus drawing on the syntactic frame to
identify POS. We further train embeddings directly on the syntactic categories
with skip-gram models to analyze the relationship between parts of speech in the
different languages.

To eliminate the confounding factor of dataset size when making comparisons
between the respective languages, we conducted an ablation study. This allows
us to observe more directly which POS are more or less predictable between the
tested languages. This way, we can compare these predictions with differences in
the syntactic patterns between languages to identify where accuracies are markers
of less stable linguistic states and can point to mechanisms of language evolution.

Table 1. Accuracy of mono-language Bi-LSTM Models Overall
and by POS.

tag | OE 0s OHG o1 GO

Overall ‘ 91.34%  87.68%  80.69%  89.34%  89.43%

N 93.68% 88.50%  76.66%  90.14%  88.68%
VB 92.48%  82.18% 7637% 8595%  86.90%
AP 89.01% 96.58%  92.66%  88.14%  96.87%
PRO 94.69%  95.74%  93.73%  97.01%  95.63%
D 84.57% 8133% 91.17%  82.20% -
ADV 84.76%  88.29%  11.63%  93.41%  85.68%
CONJ | 94.03% 93.66% 7691% 99.13%  93.88%
ADJ 8331% 66.28% 52.13% 64.16%  74.66%

C 97.16%  72.72% - 97.80% -

Q 95.59%  93.97% - 92.32% -
NUM | 9538% 70.83% 40.22% 85.53% 20.37%
NEG 99.87%  96.92% - 97.97% -

PART | 65.78%  37.50% 95.40% 48.25%  0.00%
WH 90.62%  77.77%  7937%  76.76% -
INTJ 90.94%  0.00%  33.33%  0.00% 0.00%
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3. Results and Discussion

Preliminary results have shown a high degree of accuracy on the predictions for
the monolingual models, as shown in Table 1

In our skip-gram, we have identified notable differences in the relative dis-
tances between POS between languages, with, for example, conjunctions and
complementizers patterning much more closely together in Old Saxon when com-
pared to Old English.

Additionally, comparisons of class-wise predictive accuracies reflect observed
syntactic patterns. For example, the corpus analysis in Bech et al. (2024) showed
that the order of adjective and noun is far more restricted in OE when compared
to OHG, OI, and OS. This is reflected in the model’s lower predictive accuracy of
ADJ in these languages, which, in turn, indicates that this pattern is in a less stable
and learnable state.

Furthermore, the ablation study allows us to identify more notable patterns.
For example, the OHG determiner shows a pattern of learnability distinct from
the other languages. Rather than reaching peak predictive accuracy and leveling
off at a fairly low sample size (as is common for function words), predictive accu-
racy continues to grow with sample size (resembling more broadly the pattern of
learnability of content words). Ablation has also allowed us to note other impacts
on predictability, like the greater dialect diversity in OHG on the predictability of
certain POS (like conjunctions) when compared to the other languages.

4. Further Modeling

Following this analyses, we seek to develop models that adaptively utilize infor-
mation at other levels (such as at the character level, to encode morphological in-
formation), and work using cross-lingual datasets, while employing similar meth-
ods of quanititative-based qualitative analysis, as well as test full morphosyntactic
tagging schemes to gain further insight into diachronic patterns.
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The talk explores the criteria a historical linguist can use to build a vocabulary list. The main
hypothesis states that these criteria are quantifiable and automatically detectable. To test the
hypothesis, the study employs the East Slavic language material and the shortened version of
existing word lists. The experiments provide supporting evidence for the hypothesis, and the
results call for further study, especially on choosing more effective automatic detection methods.

The talk examines the concept of swadeshness (Dellert & Buch, 2016) on
the material of East Slavic lects' from a formal standpoint, not directly tackling
the controversial topic of lexicostatistics (Campbell & Poser, 2008), but rather
discussing the ways to formalise this concept in a language-aware way (Borin,
2012; Proki¢ & Moran, 2013). One of the purposes of such examination is to
complement the notion of low borrowability with the set of bottom-up corpus-
driven criteria (Divjak, Sharoff, & Erjavec, 2017). The study presents three main
hypotheses, one entailing the other.

H1. It is possible to define swadeshness, a parameter that facilitates the cre-
ation of Swadesh-like lists?, as a combination of the following criteria: historical
stability, relatively high frequency, relatively low degree of colexification, clear
monosemy?, and stylistic neutrality.

H2. The main characteristics of swadeshness, given in H1, are quantifiable
and thus detectable in any kind of sequential data, whether word lists or corpora.

IThe study uses a neutral term lect to denote any variety: idiolect, dialect, sociolect, or standard.
The purpose of this term is to eliminate the possible appearance of a language / dialect hierarchy that
significantly complicates any kind of linguistic study (Otheguy & Stern, 2011)

2A small (up to 400) list of meanings that are denoted in each lect, according to the author of
the original work (Swadesh, 1955), using the words that remain unchanged in a lect for the longest
period of time. This talk employs the term Swadesh-like, because there are at least three highly used
variations of this list (Holman et al., 2008; Tadmor, Haspelmath, & Taylor, 2010; Kassian, Starostin,
& Dybo, 2010) that do not match between themselves or with the original, due to the differences in
the methods to detect the (lack of) borrowability.

30r, in terms of monosemy detection-oriented frameworks, easy detection of the lexical meaning
(Sabar, 2018).
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H3. It is thus possible to check how much the words included in the existing
Swadesh-like lists differ from the other parts of the vocabulary in terms of their
usage by the speakers.

Previous studies on the topic (Borin, 2012; Kassian et al., 2010; Burlak, 2021)
have already investigated some of the criteria mentioned in H1, their quantifiabil-
ity (Dellert & Buch, 2016), and automatic (Afanasev, 2023) detection (H2). But,
due to the research design, adapted to solve other equally significant issues, they
did not fully explore the interconnection between these problems. The presented
study, on the contrary, accentuates the swadeshness being the set of quantifiable
characteristics of the lexical item (H3).

Unlike previous studies that conducted the research on a wide scale, in terms
of both lects (Dellert & Buch, 2016) and the number of items under study (Afana-
sev, 2023), this work reduces the scope. The material is limited to the corpora
of two modern standard lects, Ukrainian and Belarusian, and one historical lect,
Ruthenian (the last common ancestor of these standards). For Ukrainian, the study
presents a new corpus, based on UA-GEC (Syvokon, Nahorna, Kuchmiichuk, &
Osidach, 2023), which is reusable for other linguistic studies. The research utilises
the corpus material because the criteria, stated in H1, require its presence for the
bottom-up linguistic study. In addition, this talk takes only one subset from the
original Swadesh 100-item word list, the concepts PERSON, MAN, WOMAN (the
most general words for people), DIE, and KILL (the words quite frequent in the le-
gal texts (Afanasev, 2023), which is crucial for the study involving historical cor-
pora). To support the analysis, the research uses a group of words that should not
match the criteria of swadeshness, being frequently borrowed (Haspelmath & Tad-
mor, 2009), but still either denote the people or their actions (ENEMY, COMMAND
OR ORDER, RULE OR GOVERN) or represent the legal terminology(CITIZEN, WIT-
NESS). The narrow scope of the material, despite severely limiting the generalis-
ability of the results, provides the basis for a more effective qualitative interpreta-
tion.

The study presents the attempt at formalising the presented criteria (for in-
stance, treating differences in ipm (item per million in corpus) frequency as the
rate of change for the word presence in the lect on the (micro-)diachronic scale).
It also discusses the automatic means to test specific words against these crite-
ria, including transformer-based neural networks (Vaswani et al., 2017). The first
stage of the research is thus gathering the required information for the words in
Ukrainian, Belarusian and Ruthenian. The second stage is training a transformer-
based neural network for the detection of Swadesh-like list items on the material
of Ukrainian and Belarusian corpora. The third stage includes the evaluation of
the network on the material of Ruthenian, using the gathered information about
the detected items to check their swadeshness. For cross-evaluation (Proki¢ &
Moran, 2013; Afanasev, 2024), the study uses information-based criteria, previ-
ously employed for word list data (Dellert & Buch, 2016).
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The study demonstrates that while some of the H1 swadeshness criteria, such
as frequency, are formalised, easily quantifiable, and automatically detectable,
the other, for instance, clear monosemy of meaning, may present difficulties for
formalisation (H1) or quantification (H2). As for automatic detection (H2), es-
pecially in corpora, the talk underscores the need for further research into the
distribution of these words to choose the most effective algorithm. The talk con-
cludes with an analysis of differences by the given criteria between Swadesh-like
list items and other parts of the vocabulary in order to demonstrate that checking
cross-linguistic borrowability is not the only way to detect Swadesh-like list items
(H3).
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What exactly is aligned in the case of alignment in whole-body
communication? Case studies of pantomimic enactments of short
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Alignment can concern different dimensions, including form. It has been extensively
studied in linguistic communication, but there is still a lot to be said about alignment in
non-linguistic communication. One research gap is generalising findings about alignment
in manual (co-speech) gesture onto whole-body expression (pantomime). Based on case
studies of pantomimic enactments of short stories, we show that alignment in form in
gesture and pantomime significantly differs, and that the available tools are suitable for
the former and not for the latter.

1. Introduction

Alignment is a fundamental mechanism in interaction, whereby we repeat each
other’s behaviours, so as to communicate successfully (Pickering & Garrod,
2004). Alignment can concern different dimensions of interaction: the tendency
to use the same words or the same grammatical structures (e.g., lexical and
syntactic alignment in Pickering & Garrod, 2006), also across languages (e.g.,
Hartsuiker, Pickering & Veltkamp, 2004) or the same cognitive framework, as in
the case of spatial referencing (e.g., Levinson, 2003), or even information states
(Pickering & Garrod, 2006). In spite of a lot of research on alignment in
linguistic communication, there is still a lot to be said about alignment in
non-linguistic communication.

One example of a research gap is generalising findings about alignment in
manual (including co-speech) gesture onto whole-body expression, in particular
pantomime. Advocating for a framework to study multimodal interactions,
gesture included, Rasenberg, Ozyiirek, and Dingemanse (2020) proposed to look
at alignment along five dimensions: time, sequence, meaning, form, and
modality. As far as alignment in “form” is concerned, it can be dissected into,
for instance, alignment in terms of the mode of representation and the shape of
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the representation—including handedness, handshape, orientation, or position
(Bergmann & Kopp, 2012; Chui, 2014). According to the existing literature on
alignment in manual gesture, interactants tend to align both on the level of the
mode and shape (e.g., Oben and Brone, 2016). We believe this does not
necessarily apply to silent whole-body communication (cf. “pantomime” sensu
Zywiczynski et al., 2018; cf. with manual, co-speech, or silent gesture, e.g.,
Rasenberg et al., 2022; Motamedi et al., 2019; Nolle et al., 2018).

2. Study

To elaborate on this assumption, we conducted a series of case studies: we
analysed a set of 64 video recordings of a charades-like game, where the
participants were arranged into dyads and asked to take turns miming short
stories and matching them to sequences of images (the data originally collected
for the study reported in Sibierska et al., 2023). We annotated the modes used by
the participants in individual rounds of interaction, compared them within dyads,
and supplemented them with ratings of similarity in terms of shape (2 levels:
“not similar”/“similar™).

3. Results and discussion

The annotations and the ratings show that although alignment in the mode of
representation is frequent, the specific shapes of representations (i.e. spatial
configurations of articulators) remain highly idiosyncratic throughout the
interaction. There are some similarities in shape-based associations, but they do
not correspond to the understanding of “shape” in the available research on
alignment (e.g., Bergmann & Kopp, 2012). This finding can be explained by: (1)
the distinctive character of pantomime, where there is one dominant
mode—enactment (Miiller, 2014)—and other modes only have complementary
functions; (2) the fact that pantomime, by definition, is ad hoc and spontaneous,
which leads to higher idiosyncrasy. Based on these case studies, we argue that
achieving alignment—and, by extension, communicative success (cf. Pickering
& Garrod, 2006)—might differ in whole-body communication with respect to
other interactions. We also use this opportunity to stress that the treatment of
“form” in studies on alignment in non-verbal communication is tailored to
manual gesture rather than whole-body pantomime, which is visible in particular
in their operationalisation of “shape”.
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Recent neuroscientific reports on dogs' word learning raise the question whether a non-
human mind can represent meaning semantically and referentially. I will present
converging evidence from non-invasive, awake EEG and fMRI from our lab of object
word-elicited semantic expectations in dogs, action words evoking embodied meaning
processing, and a representational geometry organized along semantic similarity.
Considering the human-analogous neural mechanisms of dogs” word processing, the most
parsimonious explanation appears to be one that attributes symbolic representational
capacities to dogs.

The human and dog lineages split ~100 mya, but during the ~20,000
years of their domestication dogs have been extensively selected for
communication abilities with humans (Hare and Tomasello, 2005; Miklési and
Topal, 2013). Nowadays, more than ever, dogs live immersed in the human socio-
linguistic environment, being exposed to speech on a daily basis. Due to their
cooperativity and trainability, dogs provide an unparalleled case to study brain
activity in an awake, attentive, unrestrained non-human mammal (Bunford et al.,
2017). Studying speech processing in dogs thus allows us to track how
environmental and genetic factors may shape a mammalian brain during language
evolution.

With the recent surge of studies on dogs' speech processing (Cuaya et
al., 2022; Mallikarjun et al., 2023, 2021, 2019) and word learning abilities (Bastos
et al., 2024b, 2024a; Dror et al., 2022; Fugazza et al., 2021; Fugazza and Miklosi,
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2020; Griebel and Oller, 2012; Higaki et al., 2025; Kaminski et al., 2004; K8szegi
et al., 2023; Pilley and Reid, 2011; Ramos and Mills, 2019), the debate about the
nature of word representations in non-human animals has resurfaced, raising the
question of whether a non-human mind can represent meaning in a truly semantic
and referential manner (Markman and Abelev, 2004). However, considering the
human-analogous neural mechanisms reported for dogs’ word processing (Andics
et al., 2016; Boros, Magyari et al., 2024, 2021; Gabor et al., 2020; Magyari et al.,
2020), the most parsimonious explanation appears to be one that attributes
symbolic representational capacities to dogs.

In my talk, I will present recent converging evidence from a series of
non-invasive, awake dog EEG and fMRI experiments from our lab that support
the above claim, demonstrating the capacity of dog brains to represent both the
auditory forms of words and their associated meanings. I will also highlight
differences and critical gaps in knowledge.

First, I will show evidence from a combined fMRI-EEG study, that adult
dogs employ sophisticated computational mechanisms to segment speech. We
probed dogs’ statistical learning capacities for word segmentation by exposing
them to speech streams with various distributional cues to word boundaries (Aslin
et al., 1998). Their ERPs showed that, like human infants, dogs extract words
from continuous speech by computing transitional probabilities — an ability not
yet observed in any other non-human mammal. Additionally, fMRI results
showed that both domain-general and modality-specific brain regions are
involved in syllable sequence processing in dogs, similarly as in humans (Boros,
Magyari et al., 2021).

Next, I will demonstrate that auditory word form representations in dogs
are coarser-grained than in humans, suggesting that dogs may not attend to each
individual speech sound within a word, possibly due to their limited vocabulary.
I will present evidence from an fMRI study on action instruction word processing
showing that the dog brain does not distinguish between known words and
pseudowords created by altering a single speech sound. This lack of sensitivity to
phonetic detail during lexical processing resembles patterns observed in human
infants before 20 months of age.

Finally, I will present EEG and fMRI findings indicating that these
auditory word forms are linked to human-analogous meaning representations. In
an EEG experiment we tested dogs’ object word understanding in a semantic
violation paradigm. We found that a mismatch between prime word and target
object evoked a human N400-like ERP effect, revealing that object words can
evoke mental representations of the referred objects in dogs, suggesting that dogs’
object word understanding is thus, similarly to humans’ is referential in
nature(Boros, Magyari et al., 2024).

220



Using fMRI, we also examined dogs’ understanding of instruction words
for actions. We found stronger activations for instruction words than for
nonwords in motor and motor control regions of the dog brain, suggesting that
dogs processed the meanings of these words. Semantic effects for action-related
words are consistently found in sensorimotor regions in human as well,
supporting embodied meaning representations. Additionally, in the dog auditory
cortex, activation patterns for words referring to actions requiring locomotion
were more similar to each other than to words referring to actions not involving
locomotion. This suggests that, as in humans, the auditory cortex in dogs encodes
meaning along dimensions of semantic similarity.

Overall, these findings emphasize the relevance of dog-human
comparisons for understanding the evolution of language-related abilities and
point to dogs as promising models for investigating word processing and symbolic
capacities in non-human species. The unexpected parallels in the cognitive and
neural mechanisms of word processing in dogs and humans also argue for
interpreting these capacities within a symbolic framework.
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